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Foreword 

·Evaluation is an essential part of modern public sector management practice. 
It is for this reason that the systematic evaluation of European Union 
expenditure programmes is one of the key components of the Commission's 
Sound and Efficient Management 2000 initiative. 

With the adoption of the Communication on Evaluation on 8 May 1996, the 
Commission outlined a series of concrete steps to p"romote best practice in 
this field. Whilst recognising that the operational services are first and 
foremost responsible for ensuring the evaluation of their own programmes, 
the Communication charged the financial services with the responsibility of 
developing a number of instruments of support. Among these instruments 
were instructional manuals for use by non-specialists, setting out the 
purpose, management and design of evaluation, some essential 
methodological questions and basic standards of good professional practice. 

The present guide looks at intermediate and ex post evaluation of 
expenditure programmes. It is aimed at programme managers within the 
Commission services, as well as others who require a general introduction to 
the theory and practice of evaluation. 

I hope that this guide will be both a useful contribution to the work of a wide 
range of services as well as a clear indication of the development of an 
evaluation culture within the Commission. 

E. Liikanen 

Member of the Commission 
responsible for budgets 

and administration 
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The first evaluation 

In the beginning God created the heaven and the 
earth. 

And God saw everything that He made. "Behold," 
God said, "it is vety good." And the evening and the 
morning were the sixth day. 

And on the seventh day God rested from all His 
work. His archangel came then unto Him asking, 
"God, how do you know that what you have created 
is 'vety good'? What are your criteria? On what data 
do you base your judgement? Aren't you a little 
close to the situation to make a fair and unbiased 
evaluation?" 

God thought about these questions all that day and 
His rest was greatly disturbed. 

On the eight day God said, "Lucifer, go to hell." 1 
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1. Introduction 

Evaluation may be regarded by some as a diabolical exercise. However, if 
evaluations are well conducted, and if the results of evaluations are used by 
decision-makers, they can contribute to improved public programmes, as well 
as to increased transparency, accountability and cost-effectiveness. 

Evaluation is not new. In some areas of EU activity, it has been established 
for several years now. Similarly, some Member States have a relatively long 
record of conducting evaluations and acting on their results. In other 
countries, both in Europe and in the rest of the world, it is increasingly being 
introduced. 

The European Commission's Sound and Efficient Management 2000 initiative 
(known as SEM 2000) includes the use of evaluation as a key element in 
improving the management culture of the Commission itself. A key 
innovation of SEM 2000 is the requirement that systematic evaluation be 
introduced for all EU programmes. This requirement was reinforced by the 
Commission in its Communication on Evaluation, which was adopted on 8 
May 1996. Apart from setting out the obligations which services are required 
to meet in terms of evaluation, the Communication also provided for a 
number of instruments to be put at the disposal of services to assist them in 
this task. This present guide is one of these instruments. 

This guide is intended to introduce officials to the main aspects involved in 
managing evaluations and to provide a broad overview of the main technical 
issues. It is aimed at the average programme manager within the 
Commission, rather than the evaluation specialist, i.e. someone who wishes 
to understand how to manage external evaluations or to perform basic 
internal evaluations of EU expenditure programmes. Evaluations of 
interventions without budgetary consequences are not covered, nor does the 
guide examine the evaluation of projects or policies. However, many of the 
concepts used in this guide will also be of interest to those who are 
concerned with evaluating projects or policies. 

The main focus of this guide will be on ex post evaluations (conducted either 
on or after the completion of an intervention) and on intermediate evaluations 
(conducted during the implementation of an intervention). A separate guide 
will be issued on ex ante evaluations (conducted before the implementation of 
an intervention), which are sometimes referred to as appraisals. 

The structure of the guide is as follows: 

• Chapter 2 introduces some key evaluation concepts and definitions: 

• what can be evaluated? 

• what issues are raised by evaluations? 
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• who is involved in the evaluation? 

• what types of evaluations are there? 

• Chapter 3 is concerned with preparing and managing evaluations. It 
gives advice on: 

• establishing a management structure for an evaluation 

• preparing an evaluation project 

• drawing up the terms of reference 

+ Chapter 4 deals with conducting evaluations. It introduces the reader to 
the main issues involved in: 

• evaluation designs 

• data collection techniques 

• data analysis techniques 

• Finally, chapter 5 covers reporting and disseminating evaluations. In 
particular, it looks at 

• maximizing the use of evaluations 

• the presentation of the evaluation report 

• the dissemination of evaluations 

The remainder of this first chapter addresses two main questions: 

• what is evaluation? 

• why are programme evaluations conducted? 

It is followed by a general discussion of some of the special factors which 
should be taken into account in the evaluation of EU programmes. 

1.1. What is evaluation? 

1.1.1. Towards a definition of evaluation 
What, then, is evaluation? This question is not as easy to answer as one 
might think. A number of different definitions of the term 'evaluation' have 
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been put forward, each with its own merits. Here is a selection of possible 
definitions: 

"A critical and detached look at objectives and how they are being 
mef'2 

((The examination of whether the legal, administrative and financial 
means put into place by a programme have enabled it to produce 
the effects it was supposed to produce and to attain the objectives 
which were assigned to it"3 

"A process which seeks to determine as systematically and 
objectively as possible the relevance, efficiency and effect of an 
activity in terms of its objectives"4 

"The systematic application of social research procedures for 
assessing the conceptualisation, design, implementation and utility 
of public programmes"5 

"An independent, objective examination of the background, 
objectives, results, activities and means deployed, with a view to 
drawing lessons that may be more widely applicable"6 

"The judgement of public interventions according to their results, 
impacts and the needs they aim to satisfy"7 

((The process of forming a judgement on the value of a 
programme"8 

Given that it is probably impossible to arrive at a single definition of 
'evaluation' which will have universal appeal, we have chosen instead to 
identify some crucial elements which should normally characterise 
evaluations: 

• evaluations should be analytical - they should be based on recognized 
research techniques; 

• evaluations should be systematic - they require careful planning and 
consistent use of the chosen techniques; 

• evaluations should be reliable- the findings of an evaluation should be 
reproducible by a different evaluator with access to the same data and 
using the same methods of data analysis; 

• evaluations should be issue-oriented - evaluations should seek to 
address important issues relating to the programme, including its 
relevance, efficiency and effectiveness; and 
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The process of forming a judgement on the 
value of a programme 
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• evaluations should be user-driven - this just means that successful 
evaluations should be designed and implemented in ways that provide 
useful information to decision-makers, given the political circumstances, 
programme constraints and available resources. 

1.1.2. What evaluation is not 
If it is not very easy to say precisely what evaluation is, itA is easier to say 
what it is not. 

Firstly, evaluations differ from scientific studies. Both should be analytical, 
systematic and reliable. However, whereas scientists may undertake 
research in order to expand the sum of human knowledge and frequently 
confine themselves to one highly specialized discipline, evaluations are 
undertaken for more practical reasons. They are intended to be of practical 
use by informing decisions, clarifying opti.ons, reducing uncertainties and 
generally providing information about programmes within their own specific 
contexts. They also can draw on a wide range of analytical approaches. 

Neither is evaluation the same as audit. Audit is primarily concerned with 
verifying the legality and regularity of the implementation of resources 
(inputs) in a programme. Evaluation, on the other hand, is necessarily more 
analytical. It examines the programme from the point of view of society 
(defined from different possible perspectives). It looks at the validity of the 
strategy followed and whether objectives are appropriate given the problems 
to be solved and the benefits to be achieved. Auditors tend to have coercive 
powers, sometimes defined in legal texts, whereas evaluators must often rely 
on "good will" and the power of their arguments. 

Audit has traditionally covered activities such as the verification of financial 
records (financial audit). A more recent innovation is known as performance 
audit, which is conceptually closer to evaluation. Performance audit is 
strongly concerned with questions of efficiency (of a programme's direct 
outputs) and good management. Performance audit and evaluation share the 
same aim of improving the quality of programmes, but evaluation goes much 
further. It also looks at issues such as sustainability, relevance and the 
longer -term consequences of a programme. 

Finally, evaluation must be distinguished from monitoring. Monitoring 
examines the delivery of programme outputs (the goods and services 
produced by the programme) to intended beneficiaries. It is a continual 
process, carried out during the execution of the programme, with the intention 
of immediately correcting any deviation from operational objectives. 
Evaluation, on the other hand, is specifically conducted at a discrete point in 
the life cycle of a programme, and consists of an in-depth study. Monitoring 
is of key importance to improving programme performance, and 
successful evaluation often hinges upon successful monitoring, for 
example because monitoring often generates data which can be used in 
evaluation. 
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1.2. Why are programme evaluations conducted? 

Programme evaluations are, of course, conducted with the general aim of 
improving programmes. They may also be conducted with the intention of 
identifying the effects of a programme on society, or to allow decision-makers 
to arrive at a judgement about the programme's value. 

In this guide, we will move beyond these general reasons for conducting 
programme evaluations and distinguish between the following three specific 
reasons: 

• to improve management; 

• for reasons of accountability; and 

• to assist in the allocation of budgetary resources. 

Ex post and intermediate evaluations are often undertaken for managerial 
reasons, i.e. a concern with assessing and improving a programme's 
implementation. Typically, those involved in managing a programme need to 
know what its strengths and weaknesses are, how it can be improved, which 
aspects of the programme are functioning adequately and which aspects are 
not, and what are the reactions of clients, staff and others to the programme. 
This can also lead programme managers and decision-makers to 
reconceptualize the underlying problems which a programme is meant to 
address. 

Accountability is another important reason, particularly in the EU context 
where there is increasingly a legal requirement for evaluation. Evaluation is 
of interest to both supporters and opponents of programmes, as well as to the 
ordinary citizen. Evaluations conducted for accountability purposes typically 
focus on the programme's impact (the degree to which it produces its desired 
outcomes) and its cost-effectiveness, and are meant to improve 
transparency. 

Finally, evaluations can also be used to improve the allocation of financial 
resources within organizations. In the EU context, this reason is clearly 
linked to accountability. It has also assumed an increased importance in the 
light of the SEM 2000 initiative. Budgetary limitations together with a general 
concern with increasing value-for-money for the EU taxpayer encourage 
moves to transfer resources away from ineffective or irrelevant programmes 
towards programmes which are more efficient and more in tune with the 
evolving aims and objectives of the EU. 
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1.3. The evaluation of EU programmes 

There are a number of important special factors which should be taken into 
account in the evaluation of EU programmes. We have summarized these as 
follows: 

• decentralized management- the more decision-making is removed from 
day-to-day management and from the ultimate programme beneficiary, the 
greater the need at the centre for evaluation. In the case of many EU 
programmes, the distance (geographical and hierarchical) between 
decision-making, management and impact on the ground is rather large. 
Some programmes are administered by regional or local agencies in 
different countries. This creates a potential information gap. Evaluation 
can help to fill this gap. 

• subsidiarity- article 3b of the Treaty on European Union (the Maastricht 
Treaty) states that 

"In areas which do not fall within its exclusive competence, the 
Community shall take action, in accordance with the principle of 
subsidiarity, only if and in so far as the objectives of the proposed 
action cannot be sufficiently achieved by the Member States and 
can therefore, by reason of the scale or effects of the proposed 
action, be better achieved by the Community." 

By shedding light on the value-added of different programmes, evaluation 
can contribute in a very meaningful way to the decision on whether it is 
appropriate for any given programme to be conducted at the EU level. 

• programme renewal- in general, EU programmes tend to have a definite 
life span which is determined by the specific piece of legislation setting 
them up, i.e. the legal base. A new legal base is required if a programme is 
to renewed after this time. This allows for ineffective programmes to be 
discontinued and for effective programmes to be renewed or extended. 
Evaluation can be a useful input to this decision-making process. 

Decision-making in the EU is complicated, and it inevitably has a strong 
political dimension. Evaluation cannot . substitute for this process. 
Instead, it seeks to enlighten it. 

The Commission has a key role to play in this process, and the intelligent use 
of evaluation will be an important element. Evaluations which are well . 
planned and properly executed can be of great benefit to those with an 
interest in EU programmes. The Commission therefore has a responsibility to 
ensure that evaluations meet high professional standards, and that their 
results are properly reported. 
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With this in mind, this guide offers practical advice to programme managers 
who wish to benefit from evaluation with a view to improving and justifying 
their work. 

Where to look for more information 
A useful first source of information is the evaluation material produced by different services 
within the Commission. The unit or official responsible for evaluation within each 
Directorate-General or service should be able to advise on whether specific material is 
available for the evaluation of given programmes. The interested reader can then review 
some of the main evaluation texts, some of which are mentioned in the Select Bibliography 
at the end of this guide. These include Patton (1996), Rossi and Freeman (1993) and Mohr 
(1995). The distinction between evaluation, audit and monitoring is explained in MEANS 
(1995) and Conseil scientifique de !'evaluation (1996). A copy of the Communication on 
Evaluation adopted by the Commission on 8 May 1996 should be available from the unit or 
official responsible for evaluation within each Directorate-General or service. 
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2. Key concepts and definitions 

In this chapter we will briefly examine some of the key concepts involved in 
evaluation. We will introduce these concepts by addressing the following 
important questions: 

• what can be evaluated? 
• what issues are raised by evaluations? 
• who is involved in the evaluation? 
• what types of evaluation are there? 

The reader can also refer to Annexe 1 of this guide, which provides a 
glossary of technical terms. 

2.1. What can be evaluated? 

Evaluation is a very wide-ranging concept, and at a general level virtually 
anything can be evaluated. In practice, however, we usually find that the term 
is applied specifically to public sector interventions at one or more of the 
following levels: 

• project - a single, non-divisible intervention with a fixed time schedule and 
dedicated budget. 

examples: a project to improve the irrigation system in a particular 
province of a developing country; 
a training course targeted at a specific group of 
unemployed workers in a particular region of a Member 
State. 

• programme - a set of organized but often varied activities (a programme 
may encompass several different projects, measures and processes) 
directed towards the achievement of specific objectives. Programmes also 
tend to have a definite time schedule and budget. 

examples: the MEDIA programme designed to encourage 
development in the production, distribution and 
financing of television programmes; 
the LEADER Community Initiative (Structural Funds 
programme) designed to promote the development and 
structural adjustment of rural areas; 
the Phare programme designed to encourage 
economic transition in the associated countries of 
Central Europe and promote their eventual accession 
to the EU. 

• policy - a set of activities, which may differ in type and may have different 
direct beneficiaries, which are directed towards common general 
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objectives or goals. Unlike projects and programmes, a policy is usually 
not delimited in terms of time schedule or budget. 

examples: the Common Agricultural Policy; 
the Common Foreign and Security Policy. 

The present guide focuses on programme evaluation. There are particular 
aspects associated with the evaluation of projects and policies which are 
beyond the scope of this guide. However, many of the points raised in the 
discussion of programmes will also be of interest to those who are concerned 
with evaluating projects or policies. The guide will also be relevant to those 
who are interested in so-called thematic evaluations, i.e. evaluations of one 
or more themes common to several different programmes or activities (e.g. 
effects on the environment or on small and medium-sized enterprises). 

2.2. What issues are raised by evaluations? 

2.2.1. The programme and its intervention logic 
The evaluator must describe the programme being evaluated. This includes 
determining the needs which it seeks to address, the objectives which have 
been set and the indicators which allow us to judge its performance. 
However, evaluations must go beyond merely describing the programme. A 
key task for the evaluator is to examine the validity of the programme's 
intervention logic. We will briefly discuss each of these concepts. 

Programmes are always conceived with a given set of needs in mind. These 
needs are the socio-economic problems which the programme seeks to 
address, expressed from the point of view of its particular target population(s), 
i.e. its intended beneficiaries. Consider a programme aimed at reducing 
unemployment among the long-term unemployed (the target population). This 
group may suffer from a lack of relevant job skills (the socio-economic 
problem that has to be addressed). Hence, there is a need to improve their 
employment opportunities. 

In order to tackle the socio-economic problems and address the needs of the 
target population, programmes pursue certain objectives (desired effects). 
For expenditure programmes, objectives can be expressed either in terms of: 

• outputs (the goods and services funded and directly produced by the 
programme); 

• impacts (the socio-economic changes brought about by the programme). 

To emphasize this distinction, we can say that 

outputs are the things the programme produces, 
impacts are the effects the programme induces. 
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We will further divide impacts into: 

• results (the initial impact of the programme); and 

• outcomes (the longer-term impact of the programme). 

Corresponding to the distinction between outputs, results and outcomes, 
there are three types of objective: 

• operational objectives - are expressed in terms of outputs (e.g. to 
provide professional training courses to the long-term unemployed); 

• specific objectives - are expressed in terms of results (e.g. to improve 
the employability of the long-term unemployed by raising their skill level). 
NB a programme may have different target populations corresponding to 
its different specific objectives; and 

• general objectives - are expressed in terms of outcomes (e.g. to reduce 
unemployment among the previously long-term unemployed). 

How do we know if a programme has met its various objectives? In order to 
judge the performance of a programme in this respect, we need to rely on 
indicators. For our purposes, an indicator is a characteristic or attribute 
which can be measured to assess a programme in terms of outputs or 
impacts. By necessity, indicators are simplifications of a more complex 
reality. They can be either quantitative (e.g. per capita GOP) or qualitative 
(e.g. trainees' opinions of the usefulness and relevance of a training course). 

Output indicators are normally straightforward, since the programme 
managers will usually have information on the goods and services which the 
programme produces. This is, after all, the task of the monitoring system. 
Impact indicators may be more difficult to derive, e.g. because it may not be 
easy to determine what effects have genuinely been caused by a programme 
or because it would be costly and time-consuming to measure these effects 
directly. 

For these reasons, it is often appropriate to rely on indirect indicators. 
Consider the example of a programme designed to raise literacy levels 
across an entire country. It may be costly or time-consuming to assess the 
reading skills of the population across different points in time. Instead, one 
could rely on figures for the sales of newspapers and books, bearing in mind 
that there can also be problems in interpreting indirect indicators. For 
example, the sales of newspapers and books will also be affected by 
competition from radio and television. 

This leads us to the concept of the programme's intervention logic~. This 
refers to the conceptual link from a programme's inputs (the human and 
financial resources devoted to it) to its outputs and, subsequently, to the 
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achievement of the programme's results and outcomes. A comprehensive 
evaluation will systematically examine the validity of this logic. Figure 2.1. 
below shows how one should conceptualize the intervention logic of a typical 
programme (NB the intervention logic of a project or a policy will be 
somewhat different). 

In plain language, the intervention logic of a programme is simply an 
explanation of what the programme is supposed to achieve and how it 
is supposed to achieve it. 

The examination of the programme's intervention logic will be of central 
importance in most evaluations. The evaluator needs to ask how the 
inputs devoted to the programme lead to the various outputs, and how 
these outputs, in turn, lead to the results and outcomes which are 
expected of the programme. In other words, how does the programme 
achieve its specific objectives, and how do the specific objectives contribute 
to the attainment of the general objectives? 

Figure 2.1. The intervention logic of a programme 
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(effects on 
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[Programme 
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Typically, a programme's intervention logic will contain hidden assumptions 
(about causal links between the programme and its supposed effects and 
about how the programme influences, and is influenced by, other factors). An 
imporlant task is to identify these hidden assumptions so that they can be 
critically assessed by the evaluator. 
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2.2.2. Key evaluation issues 
Once the evaluator has described the programme and examined its 
intervention logic, he will typically move on to address several, if not all, of 
the following key evaluation issues: 

• relevance - to what extent are the programme's objectives pertinent in 
relation to the evolving needs and priorities at both national and EU level. 

• efficiency - how economically have the various inputs been converted 
into outputs and results? 

• effectiveness - how far have the programme's impacts contributed to 
achieving its specific and general objectives? 

• utility - how do the programme's impacts compare with the needs of the 
target population(s)? 

• sustainability - to what extent can the positive changes be expected to 
last after the programme has been terminated? 

Figure 2.2. below shows how each of these key evaluation issues relates to 
the programme being evaluated9

. The diagram is divided into three different 
levels. The lowest level is that of judgement. Each of the above five issues 
are the responsibility of the evaluator. He has to use sound analytical 
techniques to arrive at judgements as to each of them. 

The second level is that of the programme itself. The objectives behind the 
programme are what motivates it. To meet these objectives, human and 
financial resources (inputs) are devoted to the programme, and are allocated 
to various p~ograrnme activities. This process leads to the generation of 
goods and services by the programme, which are its outputs. 

The highest level is that of socio-economic problems. It is at this level that 
we should consider the needs of the target population and the particular 
problems which the programme is designed to address. The programme's 
results and outcomes are placed at this level because they affect these 
needs and problems. The dashed lines serve to indicate that the three levels 
are conceptually distinct from one another. For example, it may be difficult to 
identify what effects are genuinely caused by a programme and to separate 
these effects from the myriad of other influences on the socio-economic 
problems. 

Let us now return to the level of judgement, and examine each of the key 
evaluation issues discussed above. The importance of the relevance criterion 
is that it can lead to decisions about whether a programme should be allowed 
to continue in its current state, should be altered significantly, or merely 
allowed to lapse without being renewed. When examining the relevance 
criterion, the evaluator will typically be asking whether broad changes in 
society have altered the rationale for a programme, or may do so in the 
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future. The discussion of future relevance normally entails an examination of 
alternatives to the programme. 

As we have seen, efficiency compares inputs (resources) with the 
programme's outputs (the goods and services it provides) and results (its 
initial impact). An examination of efficiency involves asking: could the same 
benefits have been produced using fewer inputs? Alternatively, could the 
same inputs have produced greater benefits? Discussions of efficiency 
necessarily entail comparisons with alternatives to the programme. The main 
difficulty in this area is therefore the choice of appropriate benchmarks. The 
evaluator will need to specify which benchmarks the efficiency of a 
programme is being measured against. A difficulty can arise when there are 
no comparable programmes and the evaluator has no previous experience 
with similar programmes. Chapter 3 includes a more in-depth discussion of 
benchmarks. 

Another important point to bear in mind is that even if a programme is 
efficient, it can still be poorly designed. This brings us to the discussion of 
effectiveness (comparing a programme's impacts with its objectives). It is 
worth remembering that in the case of such poorly designed programmes, 
objectives may not have been stated sufficiently clearly or may even be 
missing altogether. The evaluator may therefore be called upon to transform 
vague or general goals into verifiable objectives. 

In addition, it must also be remembered that effectiveness is concerned with 
only one aspect of a programme's impact: the positive, expected effects. A 
programme may also have positive, unforeseen effects as well as negative 
effects (both expected and unforeseen). An evaluator will typically want to go 
beyond effectiveness in order to assess a programme's total impact, even if 
establishing causality is often difficult. 

In order to assess the total impact of a programme, an evaluator is required 
to infer causality between it and the positive and negative, expected and 
unforeseen changes which have come about. Attributing causality is a key 
problem in the design of evaluations. Other possible explanations for the 
effects which are to be attributed to the programme must be identified 
and, wherever possible, eliminated so that the evaluator can show that 
the positive effects would not have arisen anyway. Causality is examined 
in more detail in Chapter 4. 

This brings us to the concept of utility, in which we compare the impact of a 
programme with the needs which gave rise to it. Programmes will only be 
useful if they manage to bring about changes in society which are 
beneficial given the needs of the target population. 

When examining the utility of EU programmes, it is legitimate to ask whether 
they are consistent with the principle of subsidiarity. Is the programme useful 
compared to existing programmes at regional or national level? Would the 
programme be more useful if run at a different level of administration? 

23 



Effectiveness - how far have the 
programme's impacts contributed to 

achieving its objectives? 
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A particular problem with the concept of utility is that, given that there is a 
multiplicity of different interests associated with public interventions, it is difficult 
to arrive at a universally acceptable definition of needs. Unemployed workers 
may define their own retraining needs in quite a different way from those 
administering the retraining programme. 

Finally, we come to sustainability, which is closely related to utility. Even if a 
programme generates benefits which are in tune with the needs of its target 
population, it may be of little value unless these benefits are still being enjoyed 
at some stage in the future. Sustainability is therefore concerned with what 
happens after a programme has been completed. For example, there is little 
value in training unemployed workers in skills which are likely to become 
obsolete after a few years. If a programme is to be of lasting value, it must 
generate sustainable benefits for its target population(s). 

To return to figure 2.2. above, it will be seen that each of the issues which we 
have examined in this section involve~ the evaluator making a technical 
evaluation judgement about either: 

• the programme itself - relevance and efficiency (when it simply looks at how 
inputs are converted into outputs); or, 

• the programme and the socio-economic problems it seeks to address -
efficiency (when it compares inputs with results rather than merely outputs), 
effectiveness, utility and sustainability. 

We have drawn a conceptual distinction between the level of judgements, the 
level of the programme's operation and the level of socio-economic problems. 
This distinction is very important. A programme's outputs should be directly 
identifiable, but identifying its results and outcomes may be far more 
difficult. Both results and outcomes arise through a series of potentially 
complex interactions between the programme and society. Furthermore, there 
are also likely to be a myriad of other factors at work. The evaluator needs to 
rely on sound analytical techniques to establish how the programme changes 
SOciE?ty. 

2.2.3. Other important issues 
Moving beyond the five key evaluation issues which were discussed above, an 
evaluation may also be concerned with addressing other important issues. 
These other issues will be largely a function of the particular features of the 
programme (or programmes) being evaluated. Thematic evaluations, for 
example, focus on one or more common themes in the evaluation of different 
programmes or activities (e.g. effects on the environment or on small and 
medium-sized enterprises). 

Three issues which are particularly relevant to evaluations of public expenditure 
programmes are deadweight, displacement and substitution. We will briefly 
di.scuss each of these. 

Deadweight is defined as effects which would have arisen even if the public 
expenditure programme had not taken place. Deadweight usually arises as a 
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result of inadequate programme delivery mechanisms (the organizational 
arrangements which provide the goods and services funded by the programme 
to its intended beneficiaries). In particular, these mechanisms fail to target the 
programme's intended beneficiaries sufficiently well. As a result, other 
individuals and groups who are not included in the target population end up as 
recipients of benefits produced by the programme. For example, a retraining 
programme aimed at the long-term unemployed may benefit some people who 
would have undertaken retraining even without the programme (e.g. by pursuing 
higher education ·or privately-financed training programmes) and may not be 
genuinely long-term unemployed. 

For many programmes, deadweight may be to some extent inescapable. 
However, it is an important issue in evaluating expenditure programmes 
because there is a concern both with identifying the extent to which the 
programme· is meeting the needs of its target population and with reducing 
waste and inefficiency in public expenditure. It should be clear that the issue of 
deadweight is closely related to that of efficiency, discussed above: deadweight 
is really a special case of programme inefficiency. 

Displacement and substitution are two closely related terms which are used to 
describe situations where the effects of a programme on a parlicular individual, 
group or area are only realised at the extent of other individuals, groups or 
areas. Consider, for example, the case of a programme to provide employment 
subsidies. In a firm which benefits from this programme, subsidised workers may 
take the place of unsubsidised workers who would otherwise have been 
employed by that firm. This is known as substitution. Alternatively, a firm 
benefiting from the employment subsidies may win business from other firms 
which do not participate in the scheme. Thus, the jobs created in the 
participating firm may be partly or wholly offset by job losses in other firms. This 
is known as displacement. 

Displacement and substitution are really special cases of negative 
programme effects, mentioned above. An analysis of the total impact of a 
programme needs to take these negative effects into account. 

2.3. Who is involved in the evaluation? 

The evaluator, the person directly responsible for conducting the evaluation, 
needs to be aware that there are whole range of different individuals and groups 
who may have a legitimate interest in his work. The term stakeholders is 
sometimes used to describe the various individuals and organizations who are 
directly and indirectly affected by the implementation and results of a given 
programme, and who are likely to have an interest in its evaluation. · 

A list ·of stakeholder groups who may either directly participate or have an 
interest in the evaluation process could include the following: 
• policy-makers and decision-makers; 
• those responsible for the evaluation of the p~ogramme; 
• the target population of a programme; 
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• programme managers and administrators; and 
• other individuals and groups with a legitimate interest in the programme. 

The evaluator will normally be chosen by, and be directly responsible to, the 
evaluation sponsors. They have overall responsibility for the evaluation. In the 
case of EU programmes, this will normally be the managing Directorate-General 
or service within the European Commission. Chapter 3 provides a more detailed 
discussion of the relationship between the evaluator and the various stakeholder 
groups. 

Those who write evaluation reports must demonstrate an understanding of the 
different information needs of the various stakeholder groups, as well as the 
relative importance of the different stakeholders at various stages of the 
evaluation. This is discussed in more detail in Chapter 5. 

2.4. What types of evaluations are there? 

This section is divided into three parts. Firstly, the distinction between formative 
and summative evaluations is explained. Before considering whether to conduct 
an evaluation, it is important to be clear about whether it will be mainly formative 
or mainly summative. Secondly, we will examine the distinction between 
intermediate and ex post evaluations. Thirdly, there is a discussion of the 
differences between internal and external evaluations. 

2.4.1. Formative and summative evaluations 
The type of questions which an evaluation asks will to a large extent be 
determined by who its intended users are and what their reasons are for 
requiring it. To illustrate this, it is helpful to distinguish between: 

• formative evaluations - these are concerned with examining ways of 
improving and enhancing the management and implementation of 
programmes. Formative evaluations tend to be conducted for the benefit of 
those managing the programme with the intention of improving their work; 
and 

• summative evaluations - these are concerned with determining the 
essential effectiveness of programmes. Summative evaluations tend to be 
conducted for the benefit of external actors (groups who are not directly 
involved in the management of a programme}, for reasons of accountability 
or to assist in the allocation of budgetary resources. 

Although the distinction between formative and summative evaluations may 
appear to be clear-cut, in practice it is often blurred. A general concern with 
improving public programmes usually requires a combination of both 
approaches. In the present guide, we will be mainly concerned with summative 
evaluations, or at least evaluations with a strong summative focus. 

2.4.2. Intermediate and ex post evaluations 
The present guide focuses on intermediate and ex post evaluations. The 
difference between the two is mainly a question of timing. 
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• intermediate evaluations - are conducted during the implementation of a 
programme. 

• ex post evaluations - are conducted either on or after the completion of an 
intervention. 

In many cases, intermediate evaluations often focus on a programme's outputs 
and do not attempt a systematic analysis of its impact. They therefore tend to 
rely quite strongly on information provided by the monitoring system. 
Intermediate evaluations may also tend to have a formative bias, e.g. a concern 
with improving the programme's delivery mechanisms. In other cases, 
intermediate evaluations do look at impact, but only in a limited way. 

Ex post evaluations are more likely to be summative in nature, and are often 
conducted with the express intention of analysing a programme's impact. 
However, since the information needed to assess a programme's impact may 
often not be fully available until several ye_ars after the end of the programme, 
even ex post evaluations can be limited in the extent to which they can provide a 
complete assessment of impact. Since many EU programmes are replaced by 
successor programmes of a different generation, there can also be a legitimate 
interest in formative issues at the ex post stage. 

2.4.3. Internal and external evaluations 
A key decision in any evaluation plan is whether to opt for an internal evaluation 
or an external evaluation. These two terms can be defined as follows: 

• internal evaluations - are performed by members of the organization which 
is conducting the activity being evaluated 

• external evaluations - are performed by persons outside the organization 
managing the intervention. 

In the EU, by far the greater part of evaluation undertakings are contracted out 
to external consultants, and this is especially the case for ex post and 
intermediate evaluations. There are, of course, tremendous advantages in using 
external consultants. They should normally be able to express an independent 
viewpoint on EU programmes. In other words, external evaluators should be 
able to evaluate objectively. External evaluators also tend to have an expertise 
in evaluation practice, and contracting out the evaluation task to an external 
consultant may be the most practical and cost-effective solution. 

Internal evaluations can also have their benefits. In particular, internal 
evaluations may promote 'learning by doing' since managing services 
themselves are closely involved in questioning the 'how' and the 'why' of their 
activities. However, for many intermediate and ex post evaluations, internal 
evaluations may not be practical, cost-effective or even desirable. For example, 
it may be difficult to convince other stakeholders that an internal evaluation has 
been conducted objectively. There is therefore a reliance on external 
evaluations in many Commission services. 
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In order to ensure that external evaluations are conducted properly, services 
must pay particular attention to drafting the terms of reference. Furthermore, 
unless there is propet supervision of the external evaluator during the conduct 
of the evaluation by the evaluation sponsors, a number of problems can arise. 
For example: 

• evaluation reports prepared by external consultants may produce misguided 
recommendations, because the report has been prepared by people with 
insufficient knowledge of the EU organizational or political context; and 

• there may be problems of communication: external evaluators may be too 
far removed from the chain of management for their findings to be taken into 
account; 

On the other. hand, there is an important need to ensure that the 
supervision of external evaluators by the sponsoring service does not 
compromise the evaluator's independence. A steering group can be of 
tremendous help in this respect. 

There are obviously trade-offs to be considered when choosing between an 
internal and an external evaluation. The technical competence and supposed 
independence of an external consultant should be weighed against any potential 
advantages from conducting an evaluation in-house. Chapter 3 includes more 
practical advice on the choice of the evaluator. 

Where to look for more information 
Annexe 1 of this guide contains a glossary of technical terms. 
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3. Preparing and managing evaluations 

Evaluation is sometimes called "applied common sense". Unlike common sense, 
however, evaluations have to be well prepared and properly managed. 

• when evaluations are not well prepared, there is a danger that they can be 
carried out inefficiently. It is very easy to ignore important questions (is the 
programme at all evaluable? what is and what is not to be evaluated? for what 
purpose? how? by whom? for when? with what resources?) before 
evaluations are launched. These questions may seem obvious after the 
evaluation has taken place, but they need to be properly addressed 
beforehand. 

• when evaluations are not well managed, there is a similar danger. Even in an 
evaluation which is well prepared, things can go wrong or circumstances can 
change in an unforeseen way. Sound management practices have to be 
followed when this happens. 

Evaluations which are not well prepared and well managed may also suffer from 
problems of credibility. This reduces the chances of obtaining a broad 
endorsement of conclusions and recommendations from the interested parties 
(the stakeholders). In these circumstances, the evaluation will only be o_f limited 
use. 

In this chapter, we will discuss each of the main components involved in 
preparing and managing evaluations. These are shown in Box 3.1. below. 

Box 3.1. The main components in preparing and managing evaluations 

• establishing a management structure - this involves setting up a clear 
hierarchy, which allows for overall management of an evaluation. 

• elaborating an evaluation project- this involves a sequence of logical steps 
from the basic problems and interests motivating the evaluation to the 
questions which can be addressed in an analytically acceptable way. 

• drawing up the terms of reference - this involves defining the relationship 
between those responsible for commissioning the evaluation (the evaluation 
sponsors) and those responsible for actually conducting it. 

We will examine each of these components in more detail. 

3.1. Establishing a management structure 

A management structure allows for overall management of an evaluation, and, 
in particular, the evaluation project. An efficient management structure should 
ensure that the evaluation report is of high quality, available in good time and 
produced at a justifiable cost. The chief task of the management structure is to 
elaborate the evaluation project (see section 3.2. below) and define the terms of 
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reference for the evaluation (see section 3.3 below), in particular if the latter is 
entrusted to an external expert. 

As a minimum, such a management structure must involve: 

• the programme management; and 
• the unit, sector, or official inside the same DG or service responsible for 

evaluation. 

However, it is often helpful to widen the management structure by creating a 
steering group. This applies especially when programmes are of major 
budgetary significance, or of a controversial nature, or when the evaluation's 
focus is not simply confined to the implementation of the programme but also 
looks at the programme's effectiveness and future relevance. 

Apart from the DG or service in charge of the programme, such a steering group 
usually includes other DGs and services, such as those with a specific interest 
in the programme or with a general evaluation responsibility. There might also 
be representatives of the Council of Ministers and European Parliament in their 
capacity as branches of the legislative and budgetary authority. Significant 
stakeholders outside the EU institutions may also be represented. In addition, 
there could be independent experts, with the task of assisting in the elaboration 
of complex evaluation projects or ensuring a degree of quality control on the 
evaluation itself. 

A key question to be addressed when setting up a steering group is whether or 
not to include representatives of those who are responsible for the actual 
implementation of the programme (e.g. implementing agencies). If they are 
included, it is important to ensure that the independence of the evaluation is not 
compromised. 

A steering group has several advantages: 

• it encourages active involvement in the evaluation by the various 
stakeholders; 

• it reduces the chances that programme managers will become too closely 
associated with the evaluator, thus compromising his independence; and 

• it allows for quality control of the evaluation by experts. 

Creating a steering group helps to ensure that the evaluation is viewed as an 
inclusive process. Stakeholders are then more likely to have confidence in the 
evaluation's conclusions and recommendations, especially if they have had the 
opportunity to influence the design of the evaluation. However, it is important to 
ensure that the steering group does not become too large. It may then lose its 
role as a management body and degenerate instead into a negotiation forum, 
threatening the impartiality of the exercise. Evaluation must never become 
entangled with negotiation. 

34 



Regardless of whether or not a steering group has been created, it is the 
responsibility of the management structure to deal with problems or changes in 
circumstances which can arise once an evaluation is underway. These can 
include: 

• disagreements between the steering group and the evaluator on some basic 
aspect of the evaluation design. It is not uncommon for steering groups to ask 
for the impossible, e. g. evaluations which are both formative and summative 
and which will pronounce upon the effectiveness of a programme despite the 
fact that the data necessary to form such judgements will not be available for 
several years. Ideally, these sorts of problem can be avoided at the outset if 
the evaluation project is properly elaborated. 

• the evaluator may discover that the original evaluation design cannot be fully 
carried out within the time required. This can happen even if the evaluation is 
fairly well planned. Alternatively, the evaluator may want to suggest that the 
original design is changed so that more time can be allowed to examine 
features of the programme which were not part of the original design. 

• once the evaluation is underway, the evaluator may encounter resistance 
from programme administrators, programme beneficiaries or other 
stakeholders. For example, they may refuse to make data available. 

The management structure needs to be aware of the potential for such problems 
to arise once an evaluation is underway. 

3.2. Elaborating the evaluation project 

The evaluation project is a sequence of logical steps, starting out from the 
formulation of problems and interests motivating the evaluation and arriving at a 
series of questions that can be addressed in an analytically acceptable way. 

The seven steps involved in elaborating an evaluation project are as follows: 

• identify the goals of the evaluation; 
• delineate the scope of the evaluation; 
• draw up the analytical agenda; 
• set benchmarks; 
• take stock of available information; 
• map out the work plan; and 
• select the evaluator. 

These seven steps should be gone through in virtually all evaluations. We will 
now discuss each of them in turn. 

3.2.1. Identifying the goals of the evaluation 
The question to be asked before any other. when preparing an evaluation 
undertaking is: why? For what purposes are we launching the evaluation? 
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The answers to this first question will have a strong bearing on the replies to the 
subsequent ones. 

Evaluations often have to be carried out because of an obligation laid down in 
the programme's legal base, stipulating typically that a report should be 
available prior to the expiry of the programme. 

Since the adoption of the Communication on Evaluation (on 8 May 1996) in the 
framework of the SEM 2000 initiative, the general rule has been introduced that 
a proposal to renew a multi-annual programme has to build on the results of an 
evaluation of its achievements to date. Operational expenditure outside a multi­
annual framework has to be reviewed at least every six years. 

As mentioned in Chapter 1, there. are three specific reasons why programme 
evaluations are conducted: 

• to improve management; 

• for reasons of accountability; and 

• to assist in the allocation of budgetary resources. 

The contents of the evaluation and the style of the report will differ according to 
where the relative emphasis is put between these elements,. If stress is laid on 
improving management, screening the implementation and delivery 
mechanisms of the programme will occupy a central position in the evaluation. 
The report can stay quite technical as its customers are mainly the Commission 
services, intermediary offices and direct beneficiaries. 

If accountability is at the forefront, the evaluation is likely to focus on the 
effectiveness of the programme as reflected by empirical evidence and in the 
perception of the main stakeholders, as well as on possible side-effects and 
specific issues associated with, for example, equity and transparency. The style 
should take into account the fact that the wider audience may lack the specialist 
vocabulary and detailed technical knowledge associated with the programme. 

If, as in the case of evaluations springing from SEM 2000 obligations, part of the 
emphasis is on programme renewal and related budgetary needs, the goal of 
the evaluation should be, among other things, to shed light on the cost­
effectiveness ot the programme, its continued relevance, and (possibly) a 
comparative analysis of alternatives. Here again, the style should ensure good 
legibility for decision-makers and opinion-formers. 

The goals of an evaluation should, of course, be realistically attainable. For 
instance, consider the case of a 4-year programme which is in its first 
generation. Taking into account the time normally required for the legislative 
authority to decide on the adoption of a new proposal, the evaluation report 
should, in principle, be available in the second half of the third year. This implies 
that the evaluation s~ould be launched no later than early in the first half of that 
year. At that time, however, it will only be possible to make observations on two 
years of programme execution, at best, which will permit little more than a 
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progress report containing an assessment of outputs and very preliminary 
indications on results. On the other hand, programmes in their second 
generation or beyond should be evaluable in terms of results and outcomes, and 
thus evaluations should be able to address key issues such as effectiveness. 

Other factors can affect the attainability of an evaluation's goals, for instance its 
budget. In addition, in some cases, the controversy surrounding a programme 
can be such that as soon as fundamental matters are broached, the risk of the 
evaluation becoming entangled in the political cross-fire may become large. This 
would reduce the evaluation's credibility. In such cases, it may be wiser to scale 
down the ambitions of the evaluation. 

3.2.2. Delineating the scope of the evaluation 
Delineating the scope of an evaluation means asking the question: what is to be 
evaluated? Regardless of how comprehensive one intends an evaluation to be, 
delineating its scope is a vital part of the evaluation project. It would simply be 
an endless task to look into every imaginable facet of a programme, or into all its 
actual or potential ramifications with other programmes at a European or 
national level. For instance, if one were to evaluate, in a truly comprehensive 
manner, EU policy on the development of rural areas, one should not only 
evaluate the effects of Objective 5b expenditure under the Structural Funds, but 
also the impact on rural areas of the entire set of European policies as well as 
the interaction of these policies with those at the national level. 

Typically, an evaluation's field of investigation, particularly the part to be dealt 
with in depth, has to be circumscribed from an institutional (EU vs. national or 
local level), temporal (period reviewed) and geographical (part of the EU 
territory) point of view. 

A second major issue of scope, related to the comments above on the goals of 
an evaluation, is which key evaluation issues one plans to observe and 
measure. As explained in section 2.2.2., these are relevance, efficiency, 
effectiveness, utility and sustainability. Apart from the reply given to the previous 
question on goals, this choice will be influenced by factors such as the 
availability of data, time constraints and limitations on financial resources. 

A key feature of the scope of an evaluation which seeks to provide lessons for 
the future of a programme and its management is that it examines, with the 
benefit of hindsight, the validity of the intervention logic (see section 2.2.1. 
above) as formulated when the programme was launched. A central question to 
be asked is: has the causal link from inputs (financial and human resources) to 
outputs (goods and services produced by the programme), and subsequently to 
the achievement of results and outcomes occurred as initially envisaged, and if 
not why? We will discuss this in more detail below. 
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3.2.3. Formulating the analytical agenda 
Once there is a clear idea about what purposes an evaluation should serve and 
what major issues it should address, the next step in the preparation of an 
evaluation is to draw up the analytical agenda. This is a logical structure 
imposed on the different questions to be asked in the evaluation. 

The aim of an analytical agenda is to transform the general, often vague, 
questions which those calling for the evaluation have in mind into questions 
which are precise enough to be manageable by evaluation research methods 
(based, invariably, on research methods derived from economics, social 
sciences, management science, and so on). This process is shown in Figure 
3.1. below. 

Figure 3.1. The process of formulating an analytical agenda 
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The analytical agenda is simply a way of transforming the general questions into 
more precise questions. The two main sources for the general questions are: 

• the programme's original intervention logic, i.e. the "theory" of what it is 
supposed to achieve and how it is supposed to achieve it; and 

• the impressions of the main stakeholders. 

In relation to the intervention logic, special attention needs to be paid to the 
causal assumptions which are usually hidden beneath the surface. The . most 
important assumptions relate to how the programme is supposed to generate its 
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supposed effects, and the state of the programme's external environment (i.e. 
how it relates to other policy interventions and other external factors). 

Retrieving the original intervention logic of a programme is sometimes easier 
said than done. Official documents often do not contain any systematic 
description of causal assumptions. Even the programme's objectives may only 
be stated in a very limited fashion. Furthermore, the collective memory of 
Commission services may not be that long (e.g. because of a high turnover of 
programme officials). Often, substantial documentary research may well be 
needed in order to retrieve the correct interpretation of official goals. In any 
event, when a programme's objectives are not given a sufficiently transparent 
and precise meaning, it can be very difficult to judge its success. 

Where the general and specific objectives of a programme have to be 
reconstructed from scratch, this should be done transparently by the 
management structure, preferably under the responsibility of a steering 
group. 

A second useful input into the process of drawing up the analytical agenda is to 
collect and present the main stakeholders' impressions about the programme 
(its successes, failures, evolving context etc.). These should then be examined 
critically as "working hypotheses" in the evaluation. This process will both enrich 
the analytical agenda for the evaluation and reinforce its focus on utility. It 
should not, however, prejudge the conclusions to be reached by the evaluation. 

Once the general questions have been identified, the analytical agenda should 
be drawn up. Essentially, this means arriving at a set of precise questions which 
can be answered by an evaluator using accepted research methods. The 
analytical agenda imposes a logical structure on the various questions which 
should be addressed. The simplest logical structure for our purposes is a 
hierarchy. 

At the lowest level of this hierarchy are the most detailed and refined questions. 
These are sufficiently precise and well-defined to be answerable by accepted 
research methods. As one moves up the hierarchy, it should be clear that the 
more detailed questions towards the bottom provide a basis for investigating the 
more general questions towards the top. A simple example of such a hierarchy 
is given in Figure 3.2., which is based on a project-based evaluation of a 
publicity campaign designed to raise awareness of road-safety in a medium­
sized town. 

The campaign was directed at the general public, but with particular attention to 
school children, especially those in 'high-risk' areas and male drivers aged 18-
24. The evaluator was asked to find out who the campaign reached and whether 
it changed the behaviour of motorists. For the sake of simplicity, we have 
chosen an example involving the evaluation of a project, the same sort of 
principles apply to establishing analytical agendas for the evaluation of a 
programme. 
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Once the analytical agenda for the evaluation has been drawn up, those 
responsible for commissioning the evaluation need to ask whether the 
programme is indeed evaluable. The questions that were identified when the 
analytical agenda was drawn up should be answerable by an evaluator using 
appropriate research methodologies. To know whether the questions can be 
answered with an acceptable degree of credibility, it is often advisable to 
perform an evaluability assessment. If a programme is not evaluable (e.g. 
because adequate data are not yet available), this can lead to a decision to 
postpone the evaluation or to draw up a new, more realistic analytical agenda. 
Nevertheless, it should always be remembered that it is better to have 
imprecise answers to important questions than to have precise answers to 
unimportant questions. Thus, even if a programme is only partially evaluable 
in terms of a given analytical agenda, it may still be useful to proceed with the 
evaluation. 

3.2.4. Setting benchmarks 
Evaluation is about revealing the 'value' of a programme. This involves making 
value judgements on the degree to which a programme's performance has been 
'good' or 'bad'. Predetermined and transparent benchmarks are needed to 
ensure that value judgements do not become arbitrary. 

What are the criteria by which to rate the observed effects of a programme? 
What standards should be used to pronounce on the proper functioning or 
success of a programme? An obvious place to start would be the programme's 
objectives as expressed by expected outputs, results, and outcomes. However, 
setting benchmarks may prove difficult for a number of reasons: 

• objectives can sometimes be expressed in very vague terms. 

• a single programme may have multiple objectives, either in terms of results or 
outcomes, some of which may carry relatively more weight, or even be 
incompatible with others. 

• objectives may also evolve over time, as the programme's environment 
evolves. A notable example is the Phare programme, whose goals have 
undergone substantial modifications since it was first introduced. 

There is, however, more to benchmarking than simply reconstructing, clarifying 
and ordering objectives. Benchmarks should ideally allow us to compare the 
programme's performance with that of other policy instruments in the 
same field of action or in a related one. This is important because if a 
programme falls short of achieving its objectives, its performance may not 
necessarily be unsatisfactory. It may compare favourably with results 
achieved by similar programmes executed in the past, or by national or local 
governments, or countries outside the Union. A comparative perspective may 
suggest that the ambitions for the programme were unrealistically high, rather 
than that the programme itself has failed. 

42 



It is better to have imprecise answers to 
important questions than to have precise 

answers to unimportant questions 
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In principle, then, there are three different axes on which benchmarks. which can 
be established: 

• time- benchmarks which compare the same programme over time (to what 
extent are the programme's objectives being met this year compared to last 
year?); 

• space- benchmarks which compare the same programme in different areas 
(to what extent are the programme's objectives being met in one area 
compared to another?). and 

• time and space- benchmarks which compare the programme with other policy 
instruments which are roughly similar. 

When judging programme performance by means of benchmarks, the 
fundamental caveat needs to be kept in mind that benchmarks may have been 
reached by virtue of developments that are not attributable to the programme. 
An evaluation should try to separate out these developments, in order to 
identify the net effect of a programme on the achievement of its objectives. 
Data on the respect of benchmarks have to be interpreted carefully. This is 
particularly true of objectives that can be influenced by a whole range of 
exogenous factors, such as national policies on which the EU programme may 
have little or no effect. The issue of net attribution is of fundamental importance 
in the choice of evaluation design, as will be discussed in Chapter 4. 

3.2.5 Taking stock of available information 
The next step in the preparation of an evaluation project is to take stock of 
available information. For most programmes, the monitoring system should 
be the first source of existing information. The quality of the monitoring data 
will be an important determinant of the success of the evaluation. However, 
monitoring data will rarely be sufficient. Other existing material which is readily 
accessible can include professional literature, media articles, administrative data 
or published statistics. 

It is often helpful to produce a research synthesis of the current state of 
knowledge about a problem and about remedies through policy intervention and 
public expenditure. This can serve to guide the evaluation's analysis and choice 
of method, especially with respect to questions on relevance and effectiveness. 

Clearly, a programme based on a sound ex ante evaluation will have taken 
account of the existing knowledge at the time of its inception. However, not all 
EU programmes have benefited from such a systematic inquiry in the past and, 
even if they have, several years may have elapsed since the programme was 
launched, calling for an update of the research synthesis. 

By listing the information that is available and comparing it with the needs 
ensuing from the analytical agenda, the inventory will point to the principal 
information gaps which, in turn, set the data collection and interpretation tasks to 
be undertaken by the evaluation. However, it is important to proceed with 
caution. The analytical agenda may be the result of a maximalist approach, 
raising questions on which data can only be of doubtful quality or obtained at 
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large cost. Some of these questions may be fairly remote from the key objectives 
of the programme. Evaluations face a time and budget constraint, so that before 
launching data collection activities, it should be decided whether the data to be 
generated are liable to shed any significant new light on the subject under 
scrutiny. It should also be remembered that an evaluator can always turn to 
existing literature as a source of data when conducting the evaluation. If a 
literature review is foreseen as a potential data collection technique, it may not 
be necessary to conduct a research synthesis as well. 

3.2.6. Mapping out a work plan 
Once the previous steps have been completed, it should be possible to draft a 
work plan which sets out the investigations that need to be conducted by the 
evaluation, taking into account the chief questions raised by the analytical 
agenda and the information gaps which have been identified. 

These investigations should be described in sufficient detail to provide a good, 
albeit provisional, picture of the data collection and analysis tasks lying ahead, 
and, where possible, of the methodologies to be employed. 

In order to keep them manageable, it often proves useful to divide the various 
tasks into different stages and to set a corresponding time-table for the delivery 
of the consecutive evaluation parts (e.g. interim reports). 

The work plan is also the appropriate place for costing the evaluation and its 
components. When the evaluation is done internally, an estimate should be 
given of the global amount of time to be spent by officials, as well as of other 
administrative expenditure. When external experts are relied on, estimates 
should be made before putting out the call for tenders. This is done in order to 
verify that the budget set aside for an ex post or intermediate evaluation by 
outside experts is compatible with the ambition of the analytical agenda 
contained in the work plan. The Communication on Evaluation of 8 May 1996 
specifies that the overall budget for .§!! evaluation activities throughout the life 
time of a programme might amount to up to 0.5%, of the programme's budget. 

Costing should always be realistic. All too often, evaluations arrive too late or do 
not achieve what they set out to do because initial expectations were too high. 
For example, if one wants to engage in a serious activity of data collection that 
cannot be connected to a monitoring system, this can be quite expensive. Also, 
time and money are only very partial substitutes. Raising the budget may cut the 
time otherwise needed, but usually the relationship between these two factors is 
not simple. 

3.2. 7. Selecting the evaluator 
Drawing up the analytical agenda and mapping out the work plan are extremely 
useful exercises to perform before selecting the evaluator. In particular, once it 
is clear what type of questions the evaluation needs to ask, and once its budget 
and time-schedule have been determined, 1t should be easier to decide between 
internal and external evaluation. 

Evaluation tasks vary widely and the choice of evaluator should reflect this. 
Some evaluation activities are technically highly complicated, costly, and of such 
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long duration that they require the dedicated participation of highly trained 
specialists. On the other hand, there are many evaluation tasks that can be 
easily understood and be carried out by persons without any strong sector­
specific background. Indeed, some professional distance from the subject to be 
examined can often be an advantage, since it may allow the evaluator to take a 
more objective and independent view of a programme. 

The technical capacity of an evaluator is an important selection criterion, but it is 
not sufficient by itself. Other important issues in selecting evaluators include: 

• the ability to obtain access to information and actors 
• knowledge and previous experience of the programme area 
• independence of the evaluator from the main stakeholders 
• specific characteristics associated with the policy area (e.g. the evaluator may 

be required to work in hazardous areas) 

If a decision is made to appoint an external evaluator, it should be noted that 
there are a number of different types of organization which can perform an 
external evaluation. Two of the most often used are: 

• management consultancies - these vary from large, multinational firms 
which have considerable experience in carrying out a range of different 
evaluations to smaller firms which possess a narrower, highly subject-specific 
expertise. Such firms are often perceived by stakeholders to embody a 
"businesslike" approach (although in some public sector contexts, this can be 
a disadvantage). Typically, such organizations can perform evaluations 
relatively quickly and tend to possess excellent presentational skills. 
However, they may also have disadvantages. Firstly, their prices may be 
relatively high compared to other types of organization. Where their prices 
are competitive, this may be a deliberate attempt to win more work by "loss­
leading". Alternatively, they may seek to reduce their own costs by applying a 
pre-packaged solution to a given evaluation problem rather than specifically 
tailoring an evaluation to the needs of those sponsoring it and of the other 
principal stakeholders. Finally, a risk with management consultancies is that 
they may promise an evaluation but deliver an audit. 

• academic institutions - academic experts are likely to offer a high degree of 
methodological expertise in evaluations. Some may also possess a high 
degree of subject specific knowledge. Stakeholders may tend to perceive 
academics as being relatively independent, and this can be an advantage in 
circumstances where a management consultancy might be viewed with 
suspicion. An academic institution may represent better value-for-money 
compared to a management consultancy, but can often be less flexible. 
Finally, a risk with academic institutions is that they may promise an 
evaluation but deliver a scientific study. 

For large programmes, or programmes with a varying regional impact, it is often 
helpful to rely on a consortium of evaluators. This allows for a combination of 
different types of evaluation organization to be used. Normally, one organization 
will be chosen to supervise the overall evaluation and produce a synthesis 
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report. Individual aspects of the programme (or different regions) will then be 
divided between the different members of the consortium. 

There are several criteria which the ideal evaluator should satisfy: specialist 
knowledge of the particular field, expertise in evaluation, independence and 
external legitimacy, ability to work to required deadlines, value-for-money and 
integrity. Of course, no one can fully satisfy each of these criteria. In the real 
world, choosing an evaluator necessarily involves co~promising on one or more 
points. 

3.3. Drawing up the terms of reference 

Clearly defined terms of reference are vitally important where an evaluation is to 
be conducted by an external expert, and can also be of tremendous use when it 
is to be performed in-house. The terms of reference outline the work to be 
carried out by the evaluator, the questions to be dealt with and the time 
schedule. They allow the sponsors of the evaluation to define their 
requirements and allow the evaluator to understand clearly what is 
expected of the work to be undertaken. 

The terms of reference must reflect the specific circumstances of the programme 
being evaluated. In the case of evaluations entrusted to external contractors, the 
terms of reference attached to the contract may differ from those initially 
prepared at the call-for-tenders stage, following discussions and negotiations 
with the chosen contractor, who may bring his knowledge and experience to 
bear. In this case, it is important that potential evaluators know what scope they 
have to refine the original evaluation project before the contract and final terms 
of reference are finalized. 

Some of the main elements which would normally be covered in the terms of 
reference are: 

• the legal base and motivation for the evaluation 
• the future uses and users of the evaluation 
• a description of the programme to be evaluated 
• the scope of the evaluation 
• the main evaluation questions 
• the methodologies to be followed in data collection and analysis 
• the work plan, organizational structure and budget 
• the selection criteria for external evaluators 
• the expected structure of the final evaluation report 

We will briefly discuss each of these in turn. 

3.3.1. The legal base and motivation for the evaluation 
It is helpful for both the evaluator and the sponsors if the terms of reference 
specify the legal and contractual requirements upon which the evaluation will be 
based. 
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There are several criteria which the ideal 
evaluator should sastisfy 
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3.3.2. The uses and users of the evaluation 
Evaluators need to know how the findings of the evaluation will be put to use, 
who are the primary intended users and what results are expected of the 
evaluation. Answers to these questions will help the evaluator to identify the 
main purposes which the sponsors have in mind in commissioning the 
evaluation. These purposes will, in turn, affect the specific questions which the 
evaluator should address in his work, the relative emphasis on programme 
implementation and outcomes and the level of programme detail at which he will 
seek to provide answers. 

3.3.3. The description of the programme to be evaluated 
The terms of reference should normally include a succinct but comprehensive 
definition of the programme to be evaluated (including, for example, its intended 
target population, its general and specific objectives, its inputs and outputs, and 
its delivery systems). 

3.3.4. The scope of the evaluation 
The terms of reference should specify what part of the programme the 
evaluation should cover and what aspects of the programme are to be 
considered. At this stage, you can refer to the evaluation project elaborated 
above (see section 3.2.2. in particular). 

Some of the important questions to ask when defining the scope of the 
evaluation are as follows: 

• Will the evaluation be expected to cover the entire programme under 
consideration? If not, the terms of reference should indicate clearly which part 
of the programme is to be excluded (proportion of the budget, geographical 
areas, periods of time, or specific aspects, activities or client groups). 

• Is the programme to be evaluated in isolation, or is the evaluator expected to 
examine links between it and other EU programmes? 

• Should the evaluator examine the extent to which the programme's expected 
outputs, results and outcomes have been realized (i.e. the extent to which 
specific and general objectives have been achieved)? Are unforeseen results 
and outcomes, whether negative or positive, to be examined as well? 

3.3.5. The main evaluation questions 
It is important to specify the evaluation questions from the analytical agenda (as 
explained in section 3.2.3. above) in order to provide the evaluator with precise 
guidelines as to the exact information needs of sponsors and stakeholders. 
These information needs will tend to differ according to whether a formative 
evaluation or a summative evaluation is to be conducted. 

Of course, one of the main questions to be addressed in most evaluations is 
whether the programme's intervention logic is valid. It will be remembered that 
the intervention logic describes how the programme's inputs (human and 
financial resources) . have been converted into outputs (goods and services 
produced by the programme}, and how this in turn leads to the attainment of 
results and outcomes. 
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3.3.6. The methodologies to be followed in data collection and analysis 
When drawing up the terms of reference, the sponsors will normally wish to give 
clear guidance on the data collection and analysis methods to be followed by 
the evaluator. Whilst it is important to note that both internal and external 
evaluators are likely to benefit from such guidance, it should also be 
remembered that there is no single, universally applicable methodology. 

The methodology to be used for data collection and analysis must be 
appropriate given the specific circumstances of the programme to be evaluated 
and the particular questions to be addressed. In the case of external 
evaluations, broad guidelines can sometimes be preferable, at l.east at the call 
for tenders stage. This allows the chosen contractor to use any knowledge and 
experience to refine the suggested approach through a process of negotiation 
and discussion with the sponsors. The final terms of reference, as attached to 
the contract, can then be more precise. 

3.3. 7. The work plan, organizational structure and budget 
The work plan for the evaluation should include factors such as the length of the 
contract and the deadline for reporting. It may also be appropriate to provide the 
evaluator with guidance on existing data sources (e.g. monitoring data) and 
relevant contacts to be made. 

Specifying the evaluation's organizational structure involves delineating the role 
of different actors (especially important if the evaluation task is to be divided 
among different evaluators - for example, between internal and external 
evaluators); establishing reporting responsibilities (including, where appropriate, 
contact with evaluation steering groups, programme managers, other 
Commission services and Member State administrations); and identifying the 
procedure to be followed to disseminate and use evaluation results. 

Except where the evaluation is to be conducted wholly internally, the budget for 
the evaluation should also be stated, including per diem expenses and 
reimbursable travel costs. 

3.3.8. The structure of the final evaluation report 
There is no universally acceptable structure for evaluation reports, although all 
reports should include an executive summary as well as a copy of the terms of 
reference (usually as an appendix). A typical evaluation report structure is 
presented in section 5.2.1. 

Where to look for more information 
The interested reader can consult a variety of sources on preparing and managing evaluations, 
including Conseil scientifique de !'evaluation (1996). MEANS Handbook Number 1 on Organizing 
Intermediate Evaluation in the context of Parlnerships is specifically designed to be used in the 
case of EU Structural Funds. However, it contains much that can be applied to other areas of EU 
activities. There is also a typical example of a terms of reference prepared by C3E. 
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4. Conducting evaluations 

Conducting an evaluation involves choosing a particular evaluation design, 
which is a framework for describing a programme and testing hypotheses about 
its effects. 

A given evaluation design allows an evaluator to choose one or more data 
collection techniques. These are the methods used to gather information about a 
programme. Evaluation designs also lead to a choice of data analysis 
techniques. These are the methods used to interpret the information which has 
been gathered. 

At the outset, it is worth highlighting the golden rule about evaluation 
techniques: 

Golden rule: there are no golden rules. 

In other words, there is no single evaluation methodology which is universally 
applicable. Instead, the choice of techniques should be determined by the 
particular evaluation problems at hand. 

• Poor evaluations often result from an arbitrary choice of method at the 
beginning of the undertaking (e.g. based on whatever data are 
immediately available) which then proves to be unsuitable later on. 

• The best evaluations use proven techniques for collecting and 
analyzing data, and the choice of techniques is justified in relation to 
the problems posed by the particular evaluation. They often employ 
more than one technique, so that the strengths of one can balance the 
weaknesses of another, hopefully giving rise to complementary 
findings. 

In this chapter, we will introduce the concept of evaluation designs and show 
how it has a_n important role in determining the credibility and analytical rigour of 
an evaluation. We will then discuss a number of techniques for data collection 
and analysis that can be used in different evaluation designs. The current guide 
cannot provide a complete description of all the different analytical techniques 
from the fields of statistics, economics or the social sciences. Instead, it gives a 
overview of the basics of evaluation research that are worth keeping in mind 
when actually conducting evaluations. 

4.1. Introducing evaluation designs 

An evaluation design is a model which is used to describe a programme and 
provide evidence on the effects which may be attributable to it. Evaluation 
designs are of central importance in examining the validity of the programme's 
intervention logic, i.e. the theory of how the programme achieves its objectives 
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by generating certain effects. In this section, we will discuss some of the main 
features of evaluation designs. 

For the sake of simplicity, we will assume that a programme can be evaluated 
through a single evaluation design. For many EU programmes, this is obviously 
not the case. Very often, programmes have a diverse range of effects (and often 
there are sub-programmes or large projects which should be evaluated 
separately). This may mean choosing some combination of evaluation designs. 

We will start with a discussion of the ideal experimental design, which is 
essentially a theoretical construct. As will be seen, in the real world there is no 
such thing as the ideal experiment. We will therefore proceed to discuss the 
threats to causal inference which can arise in the real world, and then move on 
to describe various real world evaluation designs. The evaluation designs 
available in the real world are divided into two approaches. The first is based on 
attempting to attribute causality, i.e. designs which enable us to say whether or 
not observed effects were caused by a programme. The second is based on 
describing the programme and its supposed effects. 

4.1.1. Causality and the ideal experimental design 
It should be clear that, since evaluation designs help us to investigate the 
effects which may be attributable to a programme, they are closely related to the 
conceptofcausafity. 

In the example of the road safety campaign discussed in the previous chapter, 
there may have been a fall in road accidents in the local area after the 
campaign. Is this benefit attributable to the campaign itself? The campaign may 
have been launched at the same time as a national reduction in the speed limit 
for motor vehicles was introduced. Or, suppose that accidents in the local area 
actually rise after the campaign. Does this mean that it did not have a beneficial 
effect? Not necessarily, since accidents may have risen by even more without 
the campaign. Similarly, if there is no change in the number of accidents after 
the campaign, this may mean that the campaign succeeded in arresting the rise 
in road accidents. 

The existence of a programme may be a necessary condition for the resulting effects to 
occur, but it may not be a sufficient condition. For example, the evaluator of the road safety 
programme may indeed find that without the programme, there would not have been a fall in 
local road accidents. However, it may also be true that certain other factors (e.g. local road 
conditions) are also required in order to reproduce the resulting effects. Alternatively, a 
programme may be sufficient but not necessary. In the road safety programme, the 
evaluator may find that the fall in local road accidents after the campaign would have happened 
anyway, e.g. because of the introduction of a new national speed limit or due to improved 
weather conditions affecting local roads. Finally, the programme may be neither necessary 
nor sufficient. The observed effects may simply have nothing to do with the programme. 

When we say that certain effects were caused by a programme, this means 
that if the programme had not been there or had been there in a different 
form, those effects would not have occurred, or would not have occurred 
at the same level. This means that it is important to have a clear idea of what 
would have happened without the programme. This is called the counterfactua/ 
situation. 
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Ideally, we want to derive the count'erfactual situation with certainty. We could 
do this by comparing two groups which are identical in all respects except that 
one group (which we will call the programme group) is exposed to the 
programme whilst the other group (which we will call the control group) is not. An 
illustration of such an ideal experimental design is given in Figure 4.1. above. 

In this example, we have a training programme designed to increase the 
chances of long-term unemployed workers finding new jobs. Two hundred long­
term unemployed workers who have the same skills and experience are divided 
between the programme group and the control group. The 1 00 members of the 
programme group are exposed to the training programme, whilst the 100 
members of the control group are not. The groups are identical in all other 
respects and both groups are exposed to all other influences apart from the 
programme. 

After the programme, 50 workers in the control group have found new jobs. This 
is our estimate of the counterfactual situation -without the programme, there is a 
50°/o chance of an unemployed worker finding a new job. However, amongst the 
programme group, 75 workers have found a new job. Therefore, we might 
conclude that the net effect of the programme is to increase a long-term 
unemployed worker's chances of finding a job by half. 

In the real world, however, this ideal experiment does not exist since we can 
never be absolutely certain that the programme group and the control group are 
identical in all respects except for exposure to the programme. The two groups 
are, after all, made up of different members and will be therefore be different in 
some ways even if these differences do not show up in average measures. 

The potential non-equivalence of the two groups means that the 
counterfactual situation has to be estimated rather than derived. This 
immediately weakens the validity of any causal inference about the 
programme. In other words, there are plausible alternatives which may 
explain the effects which would otherwise be attributed to the programme 
itself. 

The evaluator's task is to try to overcome these problems by choosing an 
evaluation design which is robust to ttiem. We will see how avoiding different 
types of problem helps to determine the choice of evaluation design in the real 
world. First, we must first examine the threats to causal inference in more detail. 

4.1.2. Threats to causal inference 
In the real world, where there is no such thing as the ideal experiment described 
above and where there are potential threats to the validity of any causal 
inference, we need some means of choosing between different evaluation 
designs. In selecting an evaluation design, the main criteria which we consider 
are internal and external validity. 

Internal validity refers to the confidence one can have in one's conclusions 
about what the programme actually did accomplish. A threat to internal validity 
implies that the causal link between the programme and the observed effects is 
uncertain due to some weakness in the evaluation design. It may be thought of 
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as questions of the following nature: what confidence can one have in the 
estimate of the counterfactual situation? Could not something else besides the 
programme account for the observed effects? For example, how certain can one 
be of the contribution of programmes to promote the use of alternative energy 
sources to the rise in the share of these sources in total energy consumption? 

External validity refers to the confidence one can have about whether or not 
one's conclusions about the programme can be generalized to fit circumstances, 
times, people, etc. other than those of the programme itself. A threat to external 
validity is an objection that the evaluation design does not allow causal 
inference about the programme to be generalized to different times, places or 
subjects to those examined in the evaluation. For example, when conducting an 
evaluation of support to small and medium-sized enterprises in Saarland, to 
what extent can conclusions be carried over to other regions, such as Bavaria, 
Picardy, Umbria or Andalucia? 

External validity is of central concern where case studies are used and is also of 
paramount importance in the evaluation of pilot actions. It should always be a 
standard consideration in determining the scope of an evaluation (see 3.2.2. 
above). 

Evaluators must ask themselves what sort of decisions are likely to be made as 
a result of an evaluation, and be aware of the corresponding challenges to 
internal or external validity. 

4.1.3. The causal approach to evaluation designs 
We are now in a position to briefly examine some of the main evaluation designs 
which are available in the real world. In this section, we will cover those 
evaluation designs which can be used to allow the evaluator to engage in causal 
inference even though the conditions of the ideal experiment can never be 
reproduced. In the following section, we will examine those designs which are 
appropriate to situations where the evaluator seeks to provide a description of 
the programme and its supposed effects. 

Evaluation designs in the causal approach attempt to estimate the 
counterfactual situation in some way, rather than deriving it as is the case in the 
ideal experiment. A helpful way of classifying the various causal designs is to 
ask whether the estimate of the counterfactual situation is derived from (i) the 
same subjects at one or more previous time periods; or (ii) a group of 
comparable subjects, i.e. a control group. Figure 4.2. below shows the selection 
criteria which can be used to choose between each of the different designs 
which we will discuss. 

One approach which is based on the use of control groups is provided by true 
experimental designs. True experiments are the best real world approximation 
to the ideal experimental design. Recognising that there is the problem of the 
potential non-equivalence of the programme group and the control group, true 
experimental designs attempt to ensure the initial equivalence of the two groups 
by creating them through some random process (e.g. by picking names out of a 
hat). · 
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We can never be absolutely certain that the 
programme· group and the control group 

are identical 
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Causal inference is usually strong under such designs, since most of the factors 
that determine effects other than the programme should be evenly distributed 
between the two groups - they have, after all, beeh randomly assigned. In 
practice, however, such designs may often be extremely difficult to arrange and 
implement. More specifically, the evaluator is very rarely in a situation where he 
himself can determine, before the programme starts, who is to be exposed to it 
and who is not. Thus, it is hardly possible to apply true experil)lental designs to 
evaluating, for example, the effects of scholarships awarded under the 
ERASMUS programme on the careers and attitudes of beneficiaries, since 
students are not selected randomly for inclusion in the programme. 

A more practical approach is available through the use of quasi-experimental 
designs. Control groups can still be used, but these have to be created through 
some non-random process. Alternatively, one can examine programme 
beneficiaries before and after their exposure to the programme. The first quasi­
experimental design which we will rook at is, in fact, called the before-and-after 
design. In this approach, one simply compares the situation after the programme 
with the situation beforehand and attributes any difference to the programme. 
Administering a before-and-after evaluation design is relatively easy, but causal 
inference tends to be quite weak. There is always the possibility that something 
else besides the programme may account for all or part of the observed change 
over time. 

An improvement on the before-and-after design is the interrupted time-series 
design. As can be seen from Figure 4.2., it involves obtaining additional 
information over time both before and after exposure to a programme in order to 
create a time-series of observations. In principle, we should have more 
confidence in claiming that a programme has caused certain effects by 
observing that the change after exposure to the programme is a noticeable 
departure from changes which were occurring anyway. 

We may, however, still want to rely on control groups but to accept the fact that 
they have to be created in some non-random fashion. The comparative change 
design allows us to do just that. For example, all individuals who are eligible to 
receive programme benefits in a particular region or city may form the 
programme group, whilst individuals in another region or city become the control 
group. The key is to ensure that the two groups are assigned on the basis of 
factors which cannot reasonably be causes of the observed effects. However, 
there is always the possibility of selection bias. Very often, there are good 
reasons why some people participate in a programme whilst others who are also 
eligible do not. In the ERASMUS programme, beneficiaries tend to have better 
than average academic results and tend to come from families with high 
incomes and a high degree of international exposure. To compare ERASMUS 
students with students with lower grades or from families with a significantly 
different socio-economic profile would not be appropriate. These factors may 
well provide alternative explanations for the effects which would otherwise be 
attributable to the programme. 
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The criterion-population design is an improvement on the comparative change 
design since, as is seen in Figure 4.2. it does not require the existence of a 
distinct control group. In the comparative change design, the programme and 
control groups are two distinct groups drawn from a larger population. In the 
criterion-population design, however, the larger population itself is identified and 
used as the basis for comparison. In this case, the possibility of selection bias 
is confined to just one group -the programme group. The evaluator need only 
worry that the programme group, without exposure to the programme, may not 
be representative of the larger population. This design is particularly appropriate 
where the evaluator cannot easily create a control group but does have access 
to information about the larger population from which the programme group is 
drawn. 

4.1.4. The descriptive approach to evaluation design 
The causal approach to evaluation design is appropriate to situations where the 
evaluator needs to arrive at a defensible, usually quantitative, estimate of the 
counterfactual situation in order to determine whether observed effects have 
indeed been caused by a programme. It is not, however, appropriate to all 
situations. Very often, the evaluator is instead concerned with providing a 
thorough description of a programme, including a descriptive study of its 
supposed effects. In this case, it is appropriate to choose a different type of 
evaluation design, one which is not rooted in the causal approach. Alternatively, 
an evaluator may find that the conditions necessary for adopting a causal 
evaluation design, which as Figure 4.2. illustrates are quite strong, simply do not 
exist. For example, many programmes have universal coverage, i.e. all members 
of the eligible population are programme beneficiaries (such as the Common 
Agricultural Policy, where all eligible farmers are beneficiaries). For such 
programmes, a design based on control groups would not be possible. In this 
case, the evaluator may decide that it is more appropriate to follow the 
descriptive approach. Descriptive evaluation designs can still yield useful 
information about a programme. 

A frequently used descriptive evaluation design is the ex post facto design (not 
to be confused with ex post evaluation). This design is used in situations where 
the evaluator has only limited options in terms of making comparisons. He 
cannot decide which subjects are to be exposed to the programme and which 
are not, or what degree of exposure each is to receive. This is important for 
programmes which may have varying degrees of take-up, e. g. across regions. 
Furthermore, the evaluator can only refer to measurements of beneficiaries after 
their exposure to the programme, hence the use of the term "ex post facto". In 
principle, it is still possible to arrive at an estimate of the counterfactual 
situation. If sample sizes are large enough, a statistical analysis could be 
performed to relate the various levels of programme exposure to the differences 
in observed effects, whilst controlling for other influences. A common problem, 
however, is that any relation which is identified may be spurious rather than real. 
Nevertheless, ex post facto designs have been used extensively to examine 
programmes which have been available in the past to the whole of the relevant 
population (programmes with universal coverage). 
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There is also a range of descriptive designs which may be called case study 
designs. Case studies are considered below as a data collection technique, 
which can be used in combination with other methods for obtaining data. 
Nevertheless, it is often the case that an evaluation design will be based on an 
in-depth study of one or more specific cases or situations. Case study designs 
are frequently used in situations where the programme being evaluated is highly 
complex, where a comprehensive understanding is required on how the 
programme works or when an explanation is needed for a large pattern of 
heterogenous effects. 

Case study designs based on a single case may be appropriate where there is 
no requirement to generalize from the findings (i.e. where external validity is not 
a problem), or where we need to examine one critical instance or situation in 
detail. However, they are unlikely to be appropriate to situations where it is 
necessary to ask whether conclusions can be applied to a larger group. In this 
case, it is usual to rely on a an evaluation design based on multiple cases. With 
such multiple case study designs, the key task facing the evaluator is to arrive at 
a defensible selection of cases to study, whilst ensuring some degree of 
variability among the cases so that they are representative. 

4.2. Data collection techniques 

"Get your facts first, and then you can distort them as 
much as you please." 

Rudyard Kipling, From Sea to Sea 

Relationships between a programme and its effects can only be established if 
data are available. Data can be defined as known facts which are used as a 
basis for inference. The most immediate source of data about a programme 
should normally be the monitoring system. However, the monitoring data will 
usually be restricted to outputs. In most cases, this will not be sufficient. Other 
data will have to be collected. The choice of technique for collecting data follows 
from the choice of evaluation design. In this section we will review some of the 
main data collection techniques which are used in programme evaluation. 
Before doing so, however, we will briefly describe different ways of classifying 
data. 

The data collection techniques we will examine are surveys, case studies, 
natural observations, expert opinion, reviews of programme documents and 
literature reviews. 

4.2.1. Classifying data 
Data are said to be subjective where they involve personal feelings, attitudes 
and perceptions, and objective where they relate to observable facts that, in 
theory at least, do not concern personal opinions. 

Data are described as quantitative when they involve numerical observations 
(e.g. the number of units of a specific good or service provided by the 
programme, the amount of the programme's budget spent on achieving a given 
objective, the number of beneficiaries of a programme, the rate of take-up of 
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programme outputs). Qualitative data are non-numerical and related to 
categories (e.g. the gender of programme beneficiaries, their geographical 
location, etc.). Both subjective and objective data can be measured either 
qualitatively or quantitatively. 

Collecting qualitative data on a programme (e.g. the op1n1on of experts, 
beneficiaries or programme administrators) is by no means inconsistent with the 
pursuit of analytical rigour mentioned at the beginning of this chapter. Indeed, 
besides the fact that many important aspects of programmes often do not lend 
themselves well to quantification, qualitative data may be indispensable to the 
correct interpretation of numerical information. Moreover, quantitative data 
which are supposedly 'objective' may turn out to be less than reliable e.g. if 
there are mistakes in measuring important variables (known as measurement 
error). 

Another way of classifying data is to distinguish between longitudinal data, 
which are collected over time, and cross-sectional data, which are collected at 
the same point in time but from a variety of different geographical areas, etc. 

A final classification is between primary data and secondary data. Primary data 
are taken directly from original sources or collected first hand. Secondary data, 
on the other hand, are data that have undergone extensive manipulation and 
interpretation. 

The accuracy of data should be a key concern to those who are conducting 
an evaluation as well as to those who are sponsoring it. One should always 
be aware of the possibility of measurement errors. In addition, some definitions 
may not be entirely neutral. 

Most evaluations will use a combination of data techniques both to address a 
wide range of issues and so that the weaknesses associated with one technique 
can be compensated for by the strengths of another. We will now examine each 
of these techniques in more detail. 

4.2.2. Surveys 
Surveys are used extensively in evaluations. They are a versatile way of 
collecting primary data, whether qualitative or quantitative, from a sample drawn 
from a wider population. A basic aim when conducting a survey i~ to aggregate 
and generalize results obtained from the sample to the wider population, so that 
conclusions can be drawn about units of the population which are not contained 
in the sample as well as elements that are. 

In order to do this, surveys often rely on what is known as probability sampling, 
whereby each unit in the population has a known, nonzero probability of being 
selected for inclusion in the sample. The conclusions from this type of sample 
can then be projected, within statistical limits. of error, to the wider population. 
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Survey information is usually acquired through structured interviews or self­
administered questionnaires. The three main ways of obtaining data in a survey 
are by mail, telephone and face-to-face interviews. Since the evaluator needs to 
ensure that uniform data is collected from every unit in the sample. information 
tends to be collected in close-ended form, i.e. the respondent chooses from 
among pre-defined responses offered in the questionnaire or by the interviewer. 

The two main types of survey are: 

• cross-sectional surveys- involve measurements made at a single point in time. 
A cross-sectional survey may be the best approach when descriptive information 
is required for a large population. As well as being useful for acquiring factual 
information, cross-sectional surveys can also be employed to determine 
attitudes and opinions. On the other hand, it is difficult to use cross-sectional 
surveys when the information that is sought must be acquired by unstructured, 
probing questions and when a full understanding of events and conditions must 
be pieced together by asking different questions of different respondents. 

• panel surveys- involve measurements acquired at two or more points in time. 
Panel surveys may be particularly appropriate where dynamic information 
(information about change) is required rather than static information. They can 
also be used for the purposes of causal inference, e.g. determining which of two 
related factors is the cause and which is the effect. On the other hand, panel 
surveys present their own administrative difficulties. The evaluator must be 
aware of the fact that the composition of the sample may change over time, and 
must avoid mistaking changes in the sample for changes in the conditions being 
assessed. 

Surveys can be a versatile method for collecting data. When they are 
properly done, they can produce reliable and valid information. 
Nevertheless, it should be pointed out that surveys have several drawbacks as a 
data collection technique. They require expertise in their design, conduct 
and interpretation. If survey techniques are misused, the data obtained will 
be invalid and unreliable. 

There is quite a large range of literature available on survey techniques and how 
to avoid the many pitfalls associated with the use of surveys, such as the 
various forms of bias and error which can occur. 

4.2.3. Case studies 
Case studies involve examining a limited number of specific cases or situations 
which the evaluator anticipates will be revealing about the programme as a 
whole. We have already discussed the use of case studies as an evaluation 
design. Here, we are concerned with the specific features of case studies as a 
data collection technique. 

As a data collection technique, case studies tend to be appropriate where it is 
extremely difficult to choose a sample large enough to be statistically 
generalizable to the population as a whole; where generalization is not 
important; where in-depth, usually descriptive data is required; and where the 
cases or projects to be studied are likely to be quite complex. 
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Instead of trying to obtain a statistically defensible sample (as with probability 
sampling when applied to surveys), the evaluator usually tries to obtain variety 
among the cases studied, in the hope that this will avoid bias in the picture that 
is constructed of the programme. A useful way of ensuring variety is to choose 
cases in function of a predetermined typology, which describes the main types 
of cases which need to be included. 

The various stages involved in using case studies are: 

• establishing a typology of cases; 
• selecting the cases and justifying the selection according to this typology; 
• collecting all relevant information on each case; 
• describing the cases, and highlighting important findings; 
• comparing the various cases which have been chosen; and 
• attempting to generalize from the chosen cases to other situations. 

Case studies have the advantage of allowing the evaluator to pursue in-depth 
analysis but his sample will not be statistically defensible and it will therefore be 
difficult to generalize conclusions. Case studies can also be expensive and time­
consuming to carry out. Finally, it should be pointed out that a researcher will 
usually not know whether or not a case study is representative until after he has 
conducted it. 

4.2.4. Natural observations 
This data collection technique involves the evaluator making on-site visits to 
locations where the programme is in operation and directly observing what is 
happening. Observational data can be used to describe the setting of the 
programme, the activities which take place in the setting, the individuals who 
participate in these activities (who may or may not be aware that they are being 
observed), and the meaning of these activities to the individuals. 

The value of natural observations is that the evaluator can better understand 
programme activities and effects through observing first hand what is happening 
and how people are reacting to it. The evaluator will also have the chance to see 
things that may have escaped the programme administrators or things which 
they are reluctant to discuss in an interview. On the other hand, both the internal 
validity and the external validity (the generalizability) of the data may be limited 
since another person making the same on-site visit may derive different 
observations to those of the evaluator. In addition, there is the specific problem 
of the Hawthorne effect, which reminds us that programme staff and 
beneficiaries can behave quite differently from their normal patterns if they know 
that they are being observed (see Box 4.1. below). 
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4.2.5. Expert opinion 
Expert opinion relies on the necessarily subjective views of experts in a 
particular field as a source of data to address evaluation issues. Experts are 
chosen on the basis of their qualifications as well their knowledge and 
experience in a given area. There are various methods for systematizing expert 
opinions, e.g. the Delphi technique, the Abacus of Regnier. For reasons of 
space, these are defined in the glossary contained in Annexe 1 of this guide. 

Eliciting opinions from experts is really a specific type of survey, so the 
comments on surveys in section 4.2.2. above also apply here. However, as a 
data collection technique, expert opinion has certain specific strengths and 
weaknesses. 

As far as strengths are concerned, expert opinion can be used to carry out 
measurements in areas where objective data are deficient. In addition, it tends 
to be a relatively inexpensive and quick data collection technique. On the other 
hand, like any subjective assessment, expert opinion presents a credibility 
problem. The evaluator may also experience difficulty in selecting a wide 
enough range or a large enough group of experts for use as a credible data 
source. Different stakeholders may dispute the claims of different experts. In any 
event, experts are unlikely to be equally knowledgeable about a particular area, 
so some sort of weighting system must be devised. Finally, the views of more 
outspoken experts may tend to stand out although their views may not be 
representative (this is referred to as "chatty bias"). For these reasons, the use of 
expert opinion as the sole data source should be avoided. 

4.2.6. Reviews of programme documents 
It will usually be possible for the evaluator to obtain information on the 
programme being evaluated by reviewing the general programme files, financial 
and administrative records and specific project documents. Any gaps in the 
available secondary data on file can then be identified and' primary data 
collection methods used to complete the picture. 

Programme document reviews can provide the evaluator with invaluable 
background information on the programme and its environment and hence put 
programme effects in context. It can produce a useful framework and basis for a 
subsequent primary data search. In addition, programme document reviews tend 
to be relatively quick and economical as a data collection technique. However, 
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programme documents typically only shed light on programme outputs but not 
results or outcomes. More practically, they rarely yield information on control 
groups. 

4.2.7. Literature reviews 
Another source of secondary data is a literature review, which enables the 
evaluator to make the best use of previous work in the field under investigation 
and hence to learn from the experiences and findings of those who have carried 
out similar or related work in the past. There are two types of documents that 
can be used in a literature search. Firstly, there are published papers, reports 
and books prepared by academics, experts and official organizations. Secondly, 
there are specific studies in the area, including past evaluations. 

A literature review is a relatively economrcal and efficient way of collecting 
secondary data. Furthermore, past research may suggest hypotheses to be 
tested, specific techniques for overcoming methodological difficulties or 
evaluation issues to be examined in the current study. The weaknesses of the. 
literature review are those associated with the inherent nature of the secondary 
data. Data may not be relevant or compatible enough with the evaluation issues 
to be of use in the current study. Furthermore, the accuracy of secondary data is 
often difficult to determine. If a research synthesis has already been carried out 
as part of an evaluation project (see 3.2.5}, then the evaluator should be made 
aware of this. Otherwise, there is a danger of replication. 

4.3. Data analysis techniques 

Evaluation is essentially an analytical activity. It involves analyzing the data 
collected according to a given evaluation design and data collection technique 
in order to construct credible evidence about a programme. An understanding of 
the techniques used to analyze evaluation data is vital for drawing valid 
conclusions about programmes. This section provides a brief analysis of some 
of the main data analysis techniques that can be used in evaluations. Since 
some of the proposed methods are quite complex, it is not possible to provide 
anything more than a cursory summary of the different techniques and their 
strengths and weaknesses. 

4.3.1. Statistical analysis 
The use of statistics as a means of data analysis is very common in evaluation. 
Statistical analysis is used often used to describe phenomena in a concise and 
revealing manner. This is known as descriptive statistics. It can also be used 
to test for relationships among variables or generalize findings to a wider 
population. This is known as statistical inference. 

Reporting the findings of an evaluation almost always involves the use of a 
certain amount of descriptive statistics. In addition to presenting and describing 
data in terms of tables and graphs, evaluators will frequently make use of 
common statistics such as the mean and the standard deviation. 
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The mean tells us the average of a set of values. For example, we may wish to know the 
average number of weeks before a long-term unemployed worker finds a new job after 
completing a training programme. The standard deviation is a measure of dispersion. Suppose 
we are interested in comparing two different training programmes aimed at two non-overlapping 
groups of long-term unemployed workers. With the first programme, many workers found a new 
job immediately after finishing the training, whilst many others found a new job only after more 
than a year had elapsed. With the second programme, most workers found a new job between 
four and eight months after finishing the training. The average time before a worker finds a new 
job may be the same for both programmes (i.e. they may have identical means), but it is clear 
that the standard deviation in the first programme is greater than in the second, because values 
are more dispersed around the mean. 

There are a whole range of other statistics which can be used to describe data. 
Moving beyond descriptive statistics, evaluators also use statistical inference 
methods in order to establish relationships between variables, to estimate the 
strength of any apparent relationship and to generalize conclusions to a wider 
population. 

For example, suppose we wish to know whether the variation in the number of 
road accidents on any one day between two cities of a roughly equivalent size is 
due to chance or whether there are, in fact, systematic differences that need to 
be explained. A frequently used technique in statistics is analysis of variance, or 
AN OVA (for ANalysis Of VAriance), which is based on comparing the variance 
between samples with the variance within samples. To form our two samples, we 
would count the number of road accidents in each city on a selected number of 
days. This allows us to compare the variation in road accidents between cities 
with the variation in road accidents within cities. 

Methods such as regression analysis can be used to establish the significance 
of any correlation (association) between variables of interest, e.g. the gender of 
a long-term unemployed worker and the amount of time before he or she finds a 
new job after a training programme. In regression analysis, we attempt to 
establish whether the variation in one variable (known as the dependent 
variable) can be explained in terms of the variation in one or more independent 
variables. The dependent variable is often quantitative, e.g. a person's income 
can be regressed on his educational qualifications, number of hours worked per 
week, age, etc. Special techniques are available, however, to deal with 
situations in which the dependent variable is qualitative, e.g. whether or not a 
person owns a car can be regressed on income, wealth, age, gender etc. 

It should be noted that correlation does not imply causality. Causality, in the 
commonly understood sense of the term, can never be proved statistically, 
although it may be very strongly suggested. In the ANOVA example above, 
for example, we cannot prove that the difference in road accidents between the 
two cities is due to the fact that only one city benefited from the road safety 
campaign. It is up to the evaluator to present convincing arguments with which 
to discount the plausible alternatives (i.e. the threats to internal validity) to the 
programme as causes for the observed effects. 

The strengths of statistical analysis as a data analysis technique are that it 
offers a valid way of assessing the statistical confidence the evaluator has in 
drawing conclusions from the data, and allows the findings of an evaluation to 
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be summarized in a clear, precise and reliable way. On the other hand, not all 
programme effects can be analyzed in a statistical manner. Furthermore, good 
statistical analysis requires a certain degree of expertise. The way data are 
categorized can distort as well as reveal important differences. The users of 
statistical analysis must be aware of the assumptions as well as the limitations 
of the particular statistical technique employed, as well as any problems with the 
reliability or validity of the data which have been used . 

4.3.2. The use of models 
Taking the use of statistical methods one stage further, the evaluator may wish 
to develop an analytical model in order to represent how a programme changes 
important socio-economic variables. Such models are normally taken from 
previous research. The main types of models are: 

• input-output models - allow a researcher to examine systematically the 
linkages between the different parts of an economy, as the inputs of one 
industry can be thought of as the outputs of other industries. 

• microeconomic models - are designed to examine the behaviour of 
households and firms in specific industries and markets, using equations 
which represent the supply and demand functions for a particular good or 
service. 

• macroeconomic models - are used to model the behaviour of the economy as 
a whole and the evolution of important macroeconomic variables (such as 
inflation, employment, growth and the trade balance) over time. 

• statistical models - are frequently used to examine relationships between 
specific programme effects. They are more versatile than the other types of 
model but are often less generalizable. 

The main point to bear in mind about the use of models in evaluation is 
that it is important to determine the assumptions upon which the model is 
based, in order to understand and interpret correctly the information 
derived from it. Models are simplified representations of the real world. 
Simplification is necessary in order to isolate and focus on the effects of a 
programme. However, simplification can also lead to misinterpretation. The 
evaluator must exercise sound judgement if a model is to be correctly used. 

A particular problem with macroeconomic models is their lack of robustness. In 
other words, a small change in the assumptions underlying the model can lead it 
to generate very different results. To get round this problem, a sensitivity 
analysis is normally conducted. Otherwise, several different models can be used 
to see whether their results converge. 

4.3.3. Non-statistical analysis 
Non-statistical analysis is carried out, for the most part, on qualitative data and 
is typically used in conjunction with statistical analysis of quantitative data. The 
use of non-statistical analysis should include an assessment of the reliability of 
any findings derived from such methods. In addition, the evaluator must exercise 
professional judgement to assess the relevance and significance of the available 
data to the evaluation issues at hand. 
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The major advantages of non-statistical data analysis are that many hard-to­
quantify issues and concepts can be addressed and a more global viewpoint 
arrived at, often in a relatively inexpensive fashion. The major disadvantage is 
that conclusions based on non-statistical analysis will depend on the credibility 
of the evaluator and the logic of the arguments he presents. In any event, 
conclusions based solely on non-statistical analysis will not be as credible as 
conclusions derived from multiple lines of evidence and analysis. 

4.3.4. Judgement techniques 
Lastly, we will consider three specific analytical techniques which can be used to 
form judgements about programmes. Their use is more frequent in the ex ante 
evaluation of programmes, but they are often a useful way of forming 
judgements in intermediate or ex. post evaluations. The three techniques are 
cost-benefit analysis, cost-effectiveness analysis and multi-criteria analysis. 

In cost-benefit analysis, a researcher compares all social and private costs 
and benefits of a programme with a view to determining whether the benefits 
exceed the costs, and if so by how much. A key difficulty encountered in this 
approach is in the valuation of social costs and benefits. Social costs (such as 
the loss of an area of outstanding natural beauty) and social benefits (such as a 
reduction in road traffic accidents) usually have to be measured by some 
indirect means and converted into monetary values so that a comparison can be 
made with private costs and benefits. 

Furthermore, it may not be appropriate to use prevailing market prices. Consider 
a situation of very high unemployment. In this case, the real cost of labour may 
be much lower than the prevailing market wage. The opportunity cost (the next 
best use of the otherwise unemployed workers had the project not gone ahead -
some may have found jobs anyway, but many would have remained 
unemployed) is lower than the prevailing wage rate, and this low opportunity 
cost has to be represented by a shadow price which has to be derived 
somehow. Finally, once the monetary values for all private and social costs and 
benefits have been established, they have to be discounted to a common point 
in time. The appropriate interest rate which can be used to discount the various 
costs and benefits has to be chosen very carefully. 

In cost-effectiveness analysis, the researcher seeks to quantify the costs and 
benefits associated with a programme on the basis of the same principles which 
apply to cost-benefit analysis, but there is no requirement to transfer benefits into 
common monetary units. A cost-effectiveness analysis of the road safety 
awareness programme discussed previously might discover that each 1, 000 
ECU of programme expenditure results in an average reduction of X road 
accidents per year. Thus, unlike in cost-benefit analysis, there is no requirement 
to convert the benefit (the reduction in road accidents) into monetary units. 

Whether or not a programme is cost-effective depends on whether it 
outperforms other competing programme in reaching given objectives for less 
cost. For example, if the objective is to reduce traffic accidents in a given local 
area by a certain amount, the level of costs associated with meeting this 
objective through the road safety awareness programme could be compared 
with the costs of meeting it through lowering the speed limit or by introducing 
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more traffic lights, pedestrianized areas and speed bumps. Thus, cost­
effectiveness analysis is a particularly useful technique where a comparison 
between alternative ways of meeting the same objectives is called for. 

In addition to the methodological problems which we have already discussed, it 
must be noted that neither cost-benefit analysis nor cost-effectiveness analysis 
can be used to explain particular results and outcomes. Nor do they have much 
to say about the distributional effects of a programme, i.e. who gains and who 
loses, and by how much. 

Somewhat distinct from these two methods is multi-criteria analysis, which is 
essentially a decision-making tool which can be adapted to form judgements 
about programmes. Multi-criteria analysis allows us to formulate judgement on 
the basis of multiple criteria, which may not have a common scaling and which 
may differ in relative importance. Let us consider each of these elements in turn. 

Programmes will normally have several different effects. If we are to form a 
judgement of a programme this means taking into account these multiple effects 
(e.g. the degree to which each of the specific objectives of the programme have 
been met). A problem is how to combine estimates of these effects when they do 
not have a common scaling, e.g. in the case of a Structural Funds programme 
we are typically interested in effects on employment (number of jobs created, 
number of jobs saved), on the enterprise base (number of new SMEs created), 
on the environment, and so on. How does one manage to combine all of these 
elements together in order to form a judgement on the programme as a whole? 
A further problem is that some criteria may be more important than others. 

The technique of multi-criteria analysis allows key decision-makers to assign 
scores to the various criteria for judging a programme, which can then be 
weighted and used to compile an overall assessment of a programme. 

Multi-criteria analysis has been used in the EU context in the case of the 
Structural Funds, but may not be easily transferable to other evaluation 
situations. It is, nevertheless, a useful technique. 

Where to look for more information 
The literature on evaluation designs is quite large, but two useful texts are Mohr (1995) and 
Treasury Board of Canada (1991 ). The latter also contains a good discussion of the various data 
collection and analysis techniques described here as well as an excellent bibliography. The 
standard reference on the use of case studies is Yin (1994). It is not possible to give a full list of 
introductory statistical texts in the space available here. A useful starting point is to consult the 
bibliography sections of evaluation texts. MEANS Handbook Number 4 on Applying the Multi­
criteria method to the Evaluation of Structural Programmes is a useful introduction to this method 
in the specific context of the Structural Funds. . 
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5. Reporting and disseminating evaluations 

As we saw in Chapter 1, evaluations differ from ordinary research studies in that 
they are designed to be operationally useful. The usefulness of an evaluation 
will depend on its findings, conclusions and recommendations, and on how well 
these are reported and disseminated. 

Reporting takes place when the evaluator transmits the evaluation (usually in 
the form of a document of activities and results) to the sponsors and when they, 
in turn, transmit a copy (or a summary thereof) to other interested parties within 
the Commission, including other services. Dissemination refers to the set of 
activities by which knowledge about an evaluation is made available to the world 
at large. This chapter examines how reporting and disseminating an evaluation 
can contribute to its utilization. 

Although reporting and disseminating have been left to the final chapter of this 
guide, the sponsors of the evaluation need to start thinking about 
strategies for communicating the results of the evaluation at the same time 
as they are planning the evaluation itself. 

5.1. Maximizing the use of evaluations 

In this section, we discuss some practical ways of ensuring the maximum use of 
evaluations. The first requirement is to target the message to the audience. 
This may seem obvious, but it is often overlooked when it comes to presenting 
and disseminating evaluations. So, when thinking about maximizing the 
potential use of evaluations, it is important to be clear about the information 
needs of potential users of the evaluation. 

These information needs will tend to differ according to whether the evaluation 
was conducted: 

• to improve management; 

• for reasons of accountability; or 

• to assist in the allocation of budgetary resources. 

An evaluation report which is primarily intended to improve programme 
management should be designed with a specialist audience in mind. For 
example, it can afford to be somewhat shorter and have a higher technical 
content than most evaluation reports. However, it may also be necessary to 
have a non-technical summary, perhaps written in a more discursive style, 
available for evaluation users who are not directly involved in the management 
of the programme, and who may lack specialist knowledge. 

Evaluations conducted for reasons of accountability or to assist in the allocation 
of budgetary resources will normally have a more diverse range of potential 
users. For example, key decision-makers may have neither the time nor the 

75 



inclination to read complex pieces of analysis. A range of documents which 
present the same finoings in different styles may be required. In any event, it is 
essential to have a self-contained executive summary available which can serve 
the information needs of senior Commission officials, Commissioners, Council 
representatives, Members of the European Parliament, the media, etc. 

A second need is to ensure that evaluation reports are timely. In other words, 
the sponsors of the evaluation should ensure that reports are produced when 
they are most likely to be useful (e.g. in time to contribute to a decision on 
whether or not to renew a programme). This involves planning backward in time 
and making realistic projections of what must be done to meet any deadlines. In 
order to assist Commission services in this task, the Commission 
Communication on Evaluation adopted on 8 May 1996 introduced a requirement 
for all operational services to introduce their own rolling programme of 
evaluation work. Planned evaluations over a two-year time horizon are to be 
described in these rolling programmes and there should also be information on 
the decisions to which the evaluations are intended to contribute. 

Finally, one should seek to involve stakeholders in ·the design of the 
evaluation. The evaluator and the sponsors can increase the potential 
usefulness of an evaluation by ensuring wide participation in the evaluation 
design. The aim is not only to ensure sensitivity to the interests of different 
stakeholders, but also to make them aware of future plan& for utilizing and 
disseminating the evaluation. This follows from the idea of evaluation as an 
inclusive process, as discussed in Chapter 3. 

5.2. The presentation of the evaluation report 

The evaluation report is the end product of the evaluation itself. It is important 
that it is well presented and well written. 

5.2.1. The structure of the evaluation report 
The evaluation report should follow a logical structure. Often, the precise 
structure (and sometimes the length as well) of the expected report will be 
specified in advance in the terms of reference. Box 5.1. below presents a typical 
structure for an evaluation report. 

It is important to remember that there is no universally applicable evaluation 
report structure (although many DGs and services do have their own preferred 
structure for reports). Instead what is important is that the structure of the 
report meets the needs of the sponsors of the evaluation as well as the 
principal stakeholders. In the case of large programmes for which the 
evaluation task is to be divided among a number of external evaluators (e.g. 
broken down by region or country), it is obviously helpful for the different 
evaluation reports to have a common structure to facilitate reading and the 
preparation of any overall synthesis report. 

76 



Ensure that evaluation reports are 
timely ... this involves planning your time 
and making realistic projections of what 

must be done to meet any deadlines 

... -·-~·-··-·--. -··------·---
((( 

I • 

n 



Whilst we have stated that there is no universally applicable evaluation report 
structure, it is nevertheless important that all reports contain an executive 
summary of no more than five pages in length. Ideally, this should feature 
towards the beginning of the report. It should also be possible to circulate the 
executive summary as a separate stand-alone document. It is the 
responsibility of the evaluation unit (or official in charge of evaluation) in each 
DG or service to ensure that a copy of the executive summary of all evaluation 
reports is sent to DG XIX. It is also useful for evaluation reports to contain a 
copy of their terms of reference. 

Box 5.1. An example of an evaluation report structure 

Title page: 
• title and nature of evaluation (e.g. ex post) 
• title of programme, generation, duration 
• identification of author, date of submission, commissioning service 

Table of contents: 
• main headings and sub-headings 
• index of tables of figures and graphs 

Executive summary: 
• an overview of the entire report in no more than five pages. 
• a discussion of the strengths and weakness of the chosen evaluation design 

Introduction: 
• description of the programme in terms of needs, objectives, delivery systems etc. 
• the context in which the programme operates 
• purpose of the evaluation in terms of scope and main evaluation questions. 
• description of other similar studies which have been done 

Research methodology: 
• design of research 
• implementation of research and collection of data 
• analysis of data 

Evaluation results: 
• findings 
• conclusions 
• recommendations 

Annexes: 
• terms of reference 
• additional tables 

• references and sources 
• glossary of terms 

5.2.2. The clarity of the evaluation report 
In order for an evaluation to be useful, it must be understood. This is obviously 
the primary responsibility of the evaluator, but the sponsor may be called upon 
to defend the report to stakeholders and other audiences, and so the 
responsibility is to some extent shared. 

A potential reader of an evaluation report must be able to understand: 
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• the purpose of the evaluation; 
• exactly what was evaluated; 
• how the evaluation was designed and conducted; 
• what evidence was found; 
• what conclusions were drawn; and 
• what recommendations, if any, were made. 

Writing an evaluation report can be challenging, as it calls for a variety of writing 
styles corresponding to the different parts of the report: a methodological part, 
descriptions of the programme and its effects, conclusions drawn from previous 
studies, analysis based on new findings and ensuing conclusions and 
recommendations. 

On the one hand, the report must provide sufficient information in an analytically 
rigorous way to constitute a firm foundation for conclusions and 
recommendations. On the other hand, the report must be comprehensible to the 
intelligent non-specialist. This means keeping technical language to a minimum 
and explaining technical or unfamiliar concepts. A glossary of terms and other 
technical annexes can be useful in this respect. 

It is likely that only a small proportion of the target audience will read the 
full report. It is therefore essential that the executive summary is well 
written. A frequent problem is that executive summaries are hastily prepared 
and so only give the reader a poor idea of the arguments and analysis contained 
in the main report. In other words, they are neither true "summaries", nor do they 
permit "executive" decisions to be made. 

Below is a list of other problems which can detract from the clarity of an 
evaluation report: 

• failing to describe the programme being evaluated in sufficient detail (i.e. 
assuming that everyone who reads the evaluation report will be sufficiently 
acquainted with the programme and its rationale); 

• failing to describe the methods used in the evaluation for the collection and 
analysis of data, to justify the choice of methods used or to indicate the 
strengths and weaknesses of the selected methods; 

• using information without giving the source; 
• arriving at findings which are n~t based firmly on evidence; 
• reaching conclusions which are not explicitly justified (i.e. not systematically 

supported by findings), so that an independent reader cannot assess their 
validity; and 

• making recommendations which are not adequately derived from conclusions. 
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5.3. The dissemination of evaluations 

Dissemination encompasses the whole range of activities by which the 
information contained in evaluation reports is made available to wider 
audiences. Below is a list of stakeholder groups which can be potential 
audiences for an evaluation: 

• key policy-makers and decision-makers - in the case of evaluations of EU 
programmes, this group can include the Commission, the European 
Parliament, the Council and national administrations; 

• programme sponsors - normally, the relevant unit within the managing 
Directorate-General or service which is responsible for initiating and funding 
the programme to be evaluated; 

• evaluation sponsors - organizations that initiate and fund the evaluation. 
(N.B. This group can be identical to the programme sponsors, depending on 
the specific features of the managing Directorate-General or service); 

• programme beneficiaries - persons or groups who receive the goods and 
services provided by the programme being evaluated; 

• programme management - persons and groups responsible for overseeing 
and co-ordinating the programme itself. In the case of many EU programmes, 
where day-to-day managerial tasks are contracted out to private entities, the 
programme management is often divorced from the programme sponsors; and 

• other interest groups and the academic community - organizations, 
groups or individuals in the immediate environment of the programme, or 
having a general interest in the programme and its evaluation (e.g. the World­
wide Fund for Nature in the case of many environmental programmes), and 
academics with a general scientific interest in the programme being 
evaluated. 

Given the wide divergence between the potential audiences, it is obviously 
important that evaluation findings are communicated in ways that are 
appropriate to each one. Aside from circulating the full report, communication 
can take place through the circulation of the executive summary or through oral 
presentations based on audio-visual material. 

When evaluators or sponsors wish to ensure dissemination of the information 
derived from an evaluation other than through distributing the report itself, their 
most important task is to target the presentation to match the audience. Box 
5.2. below provides some of the main questions to ask when analyzing the 
target audience of a presentation. 
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Box 5.2. Analyzing the target audience 
• How is the target audience composed? 
• What exactly do they need to know and why? 
• What is their knowledge of the evaluation? 
• Were they involved in the evaluation design? If so, to what extent? If not, why? 
• How might they be encouraged to attend any presentation? 
• What advantages and disadvantages might result to them from the evaluation? 
• Which evaluation questions are of interest to them? 
• What other issues are important to them? 
• Are they likely to object to particular findings, conclusions or recommendations? 
• How might these objections be overcome? 
• How interested will they be in the fine details compared to the overall picture? 

It is important to bear in mind that different stakeholders are likely to react in 
different ways to a presentation of evaluation findings. 

Programme beneficiaries present particular problems. They are often 
unorganised and geographically scattered compared to other stakeholders. In 
the case of some programmes, beneficiaries may even be unwilling to identify 
themselves. Where they do make their voices heard, it may be through 
organizations which purport to represent their interests. 

Finally, it is important to remember that conflicts of interest are, to some 
extent, inevitable where there is a multiplicity of stakeholders. The following 
points should therefore be borne in mind: 

• conflicts of interest can best be tackled at the outset by having an inclusive 
management structure. 

• by clearly separating findings, conclusions and recommendations, the 
evaluator can draw a line between the evidence that was found about a 
programme and his own personal opinions. Thus, even if some stakeholders 
choose to reject certain recommendations, they may be less inclined to 
dispute findings and conclusions. 

• programme managers can, if need be, formulate their own observations on 
reports prepared by external experts. 

• by no means should evaluation become entangled in negotiation. The 
professional expertise and conscience of an external evaluator should be a 
sufficient guarantee for the impartiality and credibility of his findings and 
conclusions. 
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Where to look for more information 
A useful first source of information on strategies for reporting and disseminating evaluations will 
normally be the unit or official responsible for evaluation within each Directorate-General or 
service. The Joint Committee on Standards for Educational Evaluation (1994) contains a list of 
professional standards which evaluators should aim to meet. Many of these standards are 
applicable to reporting and disseminating evaluations. Although written with the evaluation of 
educational programmes in mind, the standards suggested in this text have a much wider 
potentially applicability. See also MEANS Handbook Number 1 on Organizing Intermediate 
Evaluation in the context of Partnerships. Another helpful text is Rossi and Freeman (1993). 
Breakwell and Millward (1995) contains a very useful chapter on presenting evaluation findings. 
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Annexe 1. Glossary of evaluation terms 

Abacus of Regnier 
A method for systematizing the opinions expressed in a group (e.g. of experts). 
The group is brought together and confronted with a list of closed questions to 
which each member must respond in a non-verbal manner using a seven colour 
code (two shades of green for signifying agreement, two shades of red for 
signifying disagreement, orange for signifying hesitation, white for indicating that 
the individual does not possess the information necessary to reply to the 
question and black for situations where the individual rejects the terms of the 
question). See also Delphi technique, expert opinion. 

analysis 
See data analysis. 

analysis of variance 
A widely-used statistical inference technique, based on comparing the variance 
between samples with the variance within· samples. This can tell us whether 
there is any systematic difference between samples that needs to be explained. 
See also sample, statistical analysis, variance. 

analytical agenda 
A logical structure imposed on the different questions to be asked in an 
evaluation. This serves to transform the general, often vague, questions which 
those requesting the evaluation have in mind into questions which are precise 
enough to be manageable by evaluation research methods. Once the analytical 
agenda has been drawn up, those responsible for commissioning the evaluation 
have to ask whether the intervention is indeed evaluable in terms of this 
analytical agenda. See also evaluability, evaluability assessment, evaluation 
project, intervention logic. 

AN OVA 
See analysis of variance. 

appraisal 
See ex ante evaluation. 

audit 
A control function, which is primarily concerned with verifying the legality and 
regularity of the implementation of resources in a programme. Audit has 
traditionally covered areas such as the verification of financial records (financial 
audit). See also performance audit, evaluation. 

before-and-after design 
An example of a quasi-experimental design in which one simply compares the 
relevant state of the world after the intervention with its state beforehand and 
attributes any difference to the effects of the intervention. A particular weakness 
of this design is the possibility that something else besides the intervention 
accounts for all or part of the observed difference over time. See also control 
group, counterfactual situation, evaluation design, internal validity, intervention 
logic, quasi-experimental designs, programme group. 
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benchmarks 
Standards by which the performance of an intervention can be assessed in a 
non-arbitrary fashion. An obvious way of deriving benchmarks would be to 
examine the intervention's objectives as expressed by expected outputs, results 
and outcomes. Ideally, benchmarks should allow us to compare the performance 
of an intervention with that of other policy instruments in the same field of action 
or in a related one. See also general objectives, indicator, intervention, 
objectives, operational objectives, outcomes, outputs, results, specific objectives. 

case studies 
A data collection technique involving the examination of a limited number of 
specific cases or projects which the evaluator anticipates will be revealing about 
the programme as a whole. Case studies tend to be appropriate where it is 
extremely difficult to choose a sample large enough to be statistically 
generalizable to the population as a whole; where generalization is not 
important; where in-depth, usually descriptive data is required; and where the 
cases or projects to be studied are likely to be quite complex. See also case 
study designs, data collection. 

case study designs 
A class of evaluation designs in the descriptive rather than the causal approach. 
It is often the case that an evaluation design will be based on an in-depth study 
of one or more specific cases or situations. See also case studies, evaluation 
design. 

chatty bias 
A general problem which arises when the views of more outspoken individuals 
(e.g. experts) tend to stand out, although their views may not be representative. 
See also experl opinion. 

collection 
See data collection. 

comparative change design 
An example of a quasi-experimental design in which any known or recognisable 
difference between the programme and control groups is taken into account in 
the statistical analysis. The problems with this design are, firstly, that there may 
be some other factor which explains some or all of the variation in the 
intervention and in the observed effects, and, secondly, that there may be initial 
differences between the programme and control groups which have an influence 
on observed effects and which can therefore become confounded with the 
influence of the programme on these effects (selection bias). See also control 
group, counterfactual situation, evaluation design, internal validity, intervention 
logic, quasi-experimental designs, programme group, selection bias. 

control group 
A group of subjects which have not been exposed to an intervention. The control 
group should resemble the programme group (the subjects which have been 
exposed to the intervention), so that systematic differences between the two 
groups may be attributed to the effects of the intervention once other plausible 
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alternative hypotheses have been eliminated or discounted. See also 
counterfactual situation, evaluation design, intervention logic, programme group. 

cost-benefit analysis 
A judgemental technique in which a researcher compares all social and private 
costs and benefits of a programme with a view to determining whether the 
benefits exceed the costs, and if so by how much. Social costs and social 
benefits usually have to be measured by some indirect means and converted 
into monetary values so that a comparison can be made with private costs and 
benefits. Furthermore, it may not be appropriate to use prevailing market prices. 
Consider a situation of very high unemployment. In this case, the real cost of 
labour may be much lower than the prevailing market wage. The opportunity 
cost (the next best use of the otherwise unemployed workers had the project not 
gone ahead) is lower than the prevailing wage rate, and this low opportunity cost 
has to be represented by a shadow price which has to be derived somehow. See 
also cost-effectivenes_s analysis. 

cost-effectiveness analysis 
A judgemental technique in which the researcher quantifies the costs and 
benefits associated with a programme on the basis of the same principles which 
apply to cost-benefit analysis, but there is no requirement to transfer benefits 
into common monetary units. See also cost-benefit analysis, effectiveness. 

counterfactual situation 
The situation which would have arisen had trre intervention not taken place. In 
order to derive the counterfactual situation we need an evaluation design. 
Except for the theoretical case of the ideal experimental design, we can never 
know the counterfactual situation. with certainty. Real world evaluation designs 
tend to be based on an estimate of the counterfactual derived either from 
comparing subjects who were exposed to an intervention with a comparison 
group who were not exposed, or from examining subjects before and after 
exposure. See also control group, evaluation design, ideal experimental design, 
intervention logic, programme group. 

criterion-population design 
An example of a quasi-experimental design, which attempts to improve on the 
comparative change design. In the latter, the programme and control groups are 
two distinct groups drawn from a hypothetical larger population. In the criterion­
population design, however, the hypothetical population is identified and used 
for the comparison group. In this case, the possibility of selection bias is 
confined to just one group - the programme group. This design is particularly 
appropriate where the evaluator cannot easily create a control group but does 
have access to information about the larger population from which the 
programme group is drawn. See also control group, comparative change design, 
counterfactual situation, evaluation design, internal validity, intervention logic, 
quasi-experimental designs, programme group, selection bias. 

cross-sectional data 
See data. 
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cross-sectional surveys 
See surveys. 

data 
Known facts which can be used as a basis for inference. Subjective data involve 
personal feelings, attitudes and perceptions; objective data relate to observable 
facts. Quantitative data involve numerical observations; qualitative data are non­
numerical and related to categories. Longitudinal data are collected over time; 
cross-sectional data are collected from the same point in time, but from a variety 
of different geographical areas, etc. Primary data are taken directly from original 
sources or collected first hand; secondary data have undergone extensive 
manipulation and interpretation. See also data analysis, data collection. 

data analysis 
The main techniques used to interpret information about an intervention for use 
in an evaluation are statistical analysis, the use of models, non-statistical 
analysis and judgement techniques, such as cost-benefit analysis, cost­
effectiveness analysis and multi-criteria analysis. See also cost-benefit analysis, 
cost-effectiveness analysis, data collection, models, multi-criteria analysis, non­
statistical analysis, statistical analysis. 

data collection 
The main techniques used to gather information about an intervention for use in 
an evaluation are surveys, case studies, natural observations, expert opinion, 
reviews of programme documents and literature reviews. See also case studies, 
data analysis, evaluation design, expert opinion, literature reviews, natural 
observations, programme document reviews, surveys. 

deadweight 
Deadweight is defined as effects which would have arisen even if the 
intervention had not taken place. Deadweight usually arises as a result of 
inadequate delivery mechanisms which fail to target the intervention's intended 
beneficiaries sufficiently well. As a result, other individuals and groups who are 
not included in the target population end up as recipients of benefits produced 
by the intervention. Deadweight is really a special case of programme 
inefficiency. See also delivery mechanisms, efficiency, target population. 

delivery mechanisms 
The organizational arrangements which provide the goods and services funded 
by the intervention to its intended beneficiaries, i.e. its target population. See 
also target population. 

Delphi technique 
A technique which can be used to systematize expert opinions. Experts are 
consulted separately in a number of different rounds. In each successive round, 
each individual i$ told the views of the other experts in the previous round. This 
technique can be used to arrive at a consensus, or at least to reduce 
disagreements. See also Abacus of Regnier, expert opinion. 

dependent variable 
See regression analysis. 
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descriptive statistics 
See statistical analysis. 

displacement 
Displacement and substitution are two closely related terms which are used to 
describe situations where the effects of an intervention on a particular individual, 
group or area are only realised at the extent of other individuals, groups or 
areas. Consider, for example, the case of a programme to provide employment 
subsidies. In a firm which benefits from this programme, subsidised workers may 
take the place of unsubsidised workers who would otherwise have been 
employed by that firm. This is known as substitution. Alternatively, a firm 
benefiting from the employment subsidies may win business from other firms 
which do not participate in the scheme. Thus, the jobs created in the 
participating firm may be partly or wholly offset by job losses in other firms. This 
is known as displacement. · 

dissemination 
The set of activities by which knowledge about an evaluation is made available 
to the world at large. See also reporting. 

double-loop learning 
A type of feedback, in which the information compiled by an evaluation is used 
to call into question the very existence of an intervention or to bring about major 
changes in it~ basic orientations. Double-loop learning is almost always the 
result of summative evaluations. It is of key importance in focusing the activities 
of the European Union towards meeting the evolving needs of its citizens. See 
also feedback, formative evaluation, single-loop learning, summative evaluation. 

effectiveness 
To what extent have the intervention's impacts contributed to achieving its 
specific and general objectives? See also cost-effectiveness analysis, general 
objectives, impacts, intervention logic, objectives, outcomes, results, specific 
objectives. 

efficiency 
How economically have an intervention's inputs been converted into outputs and 
results? See also inputs, intervention logic, outputs, results. 

evaluability 
The issue of whether or not the questions raised by a given analytical agenda 
for an evaluation are at all answerable by an evaluator using appropriate 
research methods. To know whether the questions can be answered with an 
acceptable degree of credibility, it is often advisable to perform an evaluability 
assessment. If an intervention is not evaluable in terms of this analytical agenda 
(e.g. because adequate data are not yet available), this can lead to a decision to 
postpone the evaluation or to draw up a new, more realistic analytical agenda. 
See also analytical agenda, evaluability assessment, evaluation project. 
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evaluability assessment 
An attempt to determine whether or not the questions raised by a given 
analytical agenda for an evaluation are at all answerable by an evaluator using 
appropriate research methods. See also analytical agenda, evaluability, 
evaluation project. 

evaluation 
An in-depth study which takes place at a discrete point in time, and in which 
recognized research procedures are used in a systematic and analytically 
defensible fashion to form a judgement on the value of an intervention. 

evaluation design 
A model which is used to describe an intervention and provide evidence on the 
effects which may be attributable to it. ~valuation designs are either causal or 
descriptive in nature. A given design should lead to the choice of one or more 
data analysis and collection techniques. See also counterfactual situation, data 
analysis, data collection, ideal experimental design, intervention logic. 

evaluation project 
A sequence of logical steps starting out from the formulation of problems and 
interests motivating the evaluation to arrive at a series of questions that can be 
addressed in an analytically acceptable way. The aim is to establish a work 
plan setting out a framework in which the evaluation proper is to be conducted 
and then to choose the evaluator. There are seven steps involved in elaborating 
an evaluation project: (i) identifying the goals of the evaluation; (ii) delineating 
the scope of the evaluation; (iii) drawing up the analytical agenda; (iv) setting 
benchmarks; (v) taking stock of available information; (vi) mapping out the work 
plan; and, (vii) selecting the evaluator. See also analytical agenda, benchmarks, 
management structure, research synthesis, scope, work plan. 

evaluation report 
The end product of an evaluation, the evaluation report must follow a logical 
structure and meet the needs of the evaluation sponsors and the principal 
stakeholders. Evaluation reports must include an executive summary of no more 
than five pages in length. The structure of the expected report is usually 
specified by the sponsors in the terms of reference. See dissemination, 
evaluation sponsors, executive summary, reporting, stakeholders, terms of 
reference. 

evaluation sponsors 
The DG or service within the Commission responsible for launching the 
evaluation of an intervention. See also management structure, organizational 
structure, stakeholders, steering group, terms of reference. 

ex ante evaluation 
An evaluation conducted before the implementation of an intervention. Also 
referred to as an "appraisal". See also evaluation, ex post evaluation, 
intermediate evaluation. 
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ex post evaluation 
An evaluation conducted either on or after completion of an intervention. See 
also evaluation, ex ante evaluation, intermediate evaluation. 

ex post facto design 
An example of a descriptive design, which can be used where the evaluator 
cannot select who is to be exposed to the programme, and to what degree. 
These designs have been used to examine interventions with universal 
coverage. See also control group, counterfactual situation, evaluation design, 
intervention logic, programme group. 

executive summary 
It is likely that only a small proportion of the target audience will read the full 
evaluation report. It is therefore essential to produce a well-written executive 
summary of no more than five pages in length. This summary forms part of the 
report and can also be distributed as a stand-alone document. See also 
evaluation report. 

experimental group 
See programme group. 

expert opinion 
A data collection technique, similar to a survey, which relies on the necessarily 
subjective views of experts in a particular field. It is not recommended to rely on 
expert opinion as a sole data source, for example, because of problems with so­
called "chatty bias". See also Abacus of Regnier, chatty bias, data collection, 
Delphi technique, surveys. 

external evaluation 
An evaluation which is performed by persons outside the organization 
responsible for the intervention itself. See also evaluation, internal evaluation. 

external validity 
The confidence one can have about whether or not one's conclusions about the 
intervention can be generalized to fit circumstances, times, people, and so on,. 
other than those of the intervention itself. A threat to external validity is an 
objection that the evaluation design does not allow causal inference about the 
intervention to be generalized to different times, places or subjects to those 
examined in the evaluation. See also evaluation design, internal validity, 
intervention, intervention logic. 

feedback 
The process by which the information compiled by an evaluation is used by 
decision-makers to either change the way in which an intervention is 
implemented, or to bring about a more fundamental change in the basic 
orientations of the intervention, including calling into question its very existence. 
See also double-loop learning, single-loop learning. 

financial audit 
See audit 
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formative evaluation 
An evaluation concerned with examining ways of improving and enhancing the 
implementation and management of interventions. Formative evaluations tend to 
be conducted for the benefit of those managing the intervention with the 
intention of improving their work. See also evaluation, summative evaluation. 

general objectives 
The desired effects of an intervention expressed in terms of outcomes, i.e. the 
longer-term impact of the intervention on society (e.g. to reduce unemployment 
among the long-term unemployed). See also intervention logic, objectives, 
operational objectives, outcomes, specific objectives. 

Hawthorne effect 
The term "Hawthorne effect" is used to explain situations where an experiment 
cannot be trusted because the very fact that the experiment is taking place is 
influencing the results obtained. This reminds us that programme staff and 
beneficiaries can behave quite differently from their normal patterns if they know 
that they are being observed. See also natural observations. 

ideal experimental design 
A theoretical way of deriving the counterfactual situation, and hence the net 
impact of an intervention. It involves comparing two groups which are identical in 
all respects except one: exposure to the intervention. Differences between the 
group which has been exposed (the programme group) and the group which has 
not (the control group) are then attributable to the intervention. In the real world, 
this design does not exist since we can never be absolutely certain that the two 
groups are identical in all other respects. The potential non-equivalence of the 
two groups weakens the validity of any causal inference about the intervention. 
A number of real world evaluation designs are available which each have their 
own strengths and weaknesses. See also control group, counterfactual situation, 
evaluation design, intervention logic, programme group, quasi-experimental 
designs, true experimental designs. 

impacts 
A general term used to describe the effects of a programme on society. Impacts 
can be either positive or negative and foreseen or unforeseen. Initial impacts 
are called results, whilst longer-term impacts are called outcomes. See also 
outcomes, results. 

independent variable 
See regression analysis. 

indicator 
A characteristic or attribute which can be measured to assess an intervention in 
terms of its outputs or impacts. Output indicators are normally straightforward. 
Impact indicators may be more difficult to derive, and it is often appropriate to 
rely on indirect indicators as proxies. Indicators can be either quantitative or 
qualitative. The term "performance indicators" is also used. See also 
benchmarks, general objectives, impacts, operational objectives, outputs, 
specific objectives. 
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input-output models 
See models. 

inputs 
The human and financial resources involved in the implementation of an 
intervention. See also intervention, intervention logic. 

intermediate evaluation 
An evaluation conducted during the implementation of an intervention. See also 
evaluation, ex ante evaluation, ex post evaluation. , 

internal evaluation 
An evaluation which is performed by members of the organization responsible 
for the intervention itself. See also evaluation, external evaluation. 

internal validity 
The confidence one can have in one's conclusions about what the intervention 
actually did accomplish. A threat to internal validity is an objection that the 
evaluation design allows the causal link between the intervention and the 
observed effects to remain uncertain. It may be thought of as a question of the 
following nature: could not something else besides the intervention account for 
the difference between the situation after the intervention and the 
counterfactual? See also counterfactual situation, evaluation design, external 
validity, intervention, intervention logic, selection bias. 

interrupted time-series design 
An example of a quasi-experimental design. It involves obtaining several 
measurements over time both before and after exposure to a programme in 
order to create a time series of observations. It is an improvement on the before­
and-after design. See also before-and-after design, control group, counterfactual 
situation, evaluation design, internal validity, intervention logic, quasi­
experimental designs, programme group. 

intervention 
A generic term used to cover all public actions. See also policy, programme, 
project. 

intervention logic 
The conceptual link from an intervention's inputs to the production of its outputs 
and, subsequently, to its impacts on society in terms of results and outcomes. 
The examination of the programme's intervention logic will be of central 
importance in most evaluations. The evaluator needs to ask how the programme 
achieves its specific objectives, and how do the specific objectives contribute to 
the attainment of the general objectives? The terms "theory of action", 
"programme logic" and "programme theory" are sometimes used to mean more 
or less the same thing. See also general objectives, impacts, inputs, intervention, 
objectives, operational objectives, outcomes, outputs, results, specific objectives. 

interviews 
See surveys. 
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literature reviews 
A data collection technique which. enables the evaluator to make the best use of 
previous work in the field under investigation and hence to learn from the 
experiences and findings of those who have carried out similar or related work in 
the past. There are two types of documents that can be used in a literature 
search. Firstly, there are published papers, reports and books prepared by 
academics, experts and official organizations. Secondly, there are specific 
studies in the area, including past evaluations. See also data collection, 
research synthesis. 

longitudinal data 
See data. 

macroeconomic models 
See models. 

management structure 
A hierarchical structure which allows for overall management of an evaluation, 
and, in particular, the evaluation project. As a minimum, such a management 
structure must involve the programme management (usually identical to the 
evaluation sponsors) and the unit, sector, or official inside the same DG in 
charge of evaluation. However, for an evaluation to be successful, it may be 
necessary to widen the management structure and create a steering group. See 
also evaluation project, evaluation sponsors, organizational structure, 
stakeholders, steering group. 

mean 
The most commonly used descriptive statistic, it tells us the average of a set of 
values. See also standard deviation, statistical analysis. 

microeconomic models 
See models. 

models 
There are various different models which seek to represent how an intervention 
changes important socio-economic variables. Such models are normally taken 
from previous research. The main types of models are: (i) input-output models, 
which allow a researcher to systematically examine the linkages between the 
different parts of an economy, as the inputs of one industry can be thought of as 
the outputs of other industries; (ii) microeconomic models, which are designed to 
examine the behaviour of households and firms in specific industries and 
markets using equations which represent the supply and demand functions for a 
particular good or service; (iii) macroeconomic models, which are used to model 
the behaviour of the economy as a whole and the evolution of important 
macroeconomic variables (such as inflation, employment, growth and the trade 
balance) over time; and, (iv) statistical models, which are frequently used to 
examine relationships between specific programme effects. See also data 
analysis, statistical analysis. 
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monitoring 
The continuous process of examining the delivery of programme outputs to 
intended beneficiaries, which is carried out during the execution of a programme 
with the intention of immediately correcting any deviation from operational 
objectives. Evaluation, on the other hand, is carried out at a discrete point in 
time, and consists of an in-depth study. Monitoring often generates data which 
can be used in evaluations. See also evaluation. 

multi-criteria analysis 
A decision-making tool which can be adapted to form judgements about 
interventions. Multi-criteria analysis allows us to formulate judgements on the 
basis of multiple criteria, which may not have a common scaling and which may 
differ in relative importance. 

natural observations 
A data collection technique in which the evaluator makes on-site visits to 
locations where the intervention is in operation and directly observes what is 
happening. Observational data can be used to describe the setting of the 
intervention, the activities which take place in the setting, the individuals who 
participate in these activities (who may or may not be aware that they are being 
observed), and the meaning of these activities to the individuals. This form of 
data collection is particularly vulnerable to the Hawthorne effect. See also data 
collection, Hawthorne effect. 

needs 
The socio-economic problems which an intervention aims to address, expressed 
from the point of view of its target population. For example, the need to improve 
job opportunities for long-term unemployed workers who may suffer from a lack 
of relevant skills. See also objectives, target population. 

non-statistical analysis 
A general term used to describe the analysis of mainly qualitative data which is 
typically used in conjunction with statistical analysis (of either qualitative or 
quantitative data). Usually, this includes an assessment of the reliability of any 
findings derived from such methods. See also data, data analysis, statistical 
analysis. 

objective data 
See data. 

objectives 
The desired effects of an intervention. See also general objectives, needs, 
operational objectives, specific objectives. 

operational objectives 
The desired effects of an intervention expressed in terms of outputs, i.e. the 
goods and services produced by an intervention (e.g. to provide professional 
training courses to the long-term unemployed). See also general objectives, 
intervention, intervention logic, objectives, outputs, specific objectives. 
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opportunity cost 
See cost-benefit analysis. 

organizational structure 
Specifying the evaluation's organizational structure, which is usually done in the 
terms of reference, involves delineating the role of different actors (especially 
important if the evaluation task is to be divided among different evaluators -for 
example, between internal and external evaluators), establishing reporting 
responsibilities (including, where appropriate, contact with evaluation steering 
groups, programme managers, other Commission services and Member State 
administrations) and identifying the procedure to be followed to disseminate and 
use the evaluation. _See also dissemination, ev~luation project, external 
evaluation, feedback, internal eval~ation, management structure, stakeholders, 
steering group, terms of reference. 

outcomes 
The longer-term impact, usually expressed in terms of broad socio-economic 
consequences, which can be attributed to an intervention (e.g. a reduction in the 
number of long-term unemployed). See also general objectives, impact, 
intervention, intervention logic, outputs, results. 

outputs 
The goods and services produced by an intervention (e.g. training courses for 
the long-term unemployed). See also intervention, intervention logic, operational 
objectives. 

panel surveys 
See surveys. 

performance audit 
Conceptually closer to evaluation than traditional audit, performance audit is 
strongly concerned with questions of efficiency (of an intervention's direct 
outputs) and good management. Performance audit and evaluation share the 
same aim of improving the quality of programmes, but evaluation goes much 
further. It also looks at issues such as sustainability, relevance and the longer­
term consequences of a programme. See also audit, evaluation. 

performance indicator 
See indicator. 

policy 
A set of activities, which may differ in type and have different direct 
beneficiaries, directed towards common general objectives. Policies are not 
delimited in terms of time schedule or budget. See also general objectives, 
intervention, programme, project. 

population 
In statistics, the entire aggregate of individuals or subjects, from which samples 
can be drawn. See also sample, target population. 
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primary data 
See data. 

probability sampling 
A statistical technique used to obtain samples from a given population, whereby 
every unit in the population has a known, non-zero probability of being selected 
for inclusion in the sample. The conclusions from this type of sample can then 
be projected, within statistical limits of error, to the wider population. See also 
population, sample. 

programme 
A set of organized but often varied activities (a programme may encompass 
several different projects, measures and. processes) directed towards the 
achievement of specific objectives. Programmes have a definite time schedule 
and budget. See also intervention, project, policy, specific objectives. 

programme document reviews 
A data collection technique based on reviewing general programme files~ 

financial and administrative records and specific project documents. See also 
data collection. 

programme group 
A group of subjects which have been exposed to an intervention. The 
programme group can be compared with the control group (the subjects which 
have not been exposed to the intervention), in order to determine whether 
systematic differences between the two groups may be attributed to the effects 
of the intervention. See also control group, counterfactual situation, evaluation 
design, ideal experimental design, internal validity, intervention, intervention 
logic, quasi-experimental designs, true experimental designs. 

programme logic 
See intervention logic. 

programme theory 
See intervention logic. 

project 
A single, non-divisible public intervention directed towards the attainment of 
operational objectives, with a fixed time schedule and a dedicated budget. See 
also intervention, programme, policy, operational objectives. 

qualitative data 
See data. 

quantitative data 
See data. 

quasi-experimental designs 
A class of causal evaluation designs which take ·a more practical approach than 
is the case with true experimental designs. Control groups can still be used, but 
these have to be assigned through some non-random process. Alternatively, 
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one can examine beneficiaries before and after exposure to the intervention. 
See also before-and-after design, comparative change design, control group, 
counterfactual situation, criterion-population design, evaluation design, ideal 
experimental design, interrupted time-series design, intervention logic, 
programme group, true experimental designs. 

questionnaires 
See surveys. 

randomized experimental designs 
See true experimental designs. 

Regnier's abacus 
See Abacus of Regnier. 

regression analysis 
A statistical inference technique which can be used to establish the significance 
of any correlation (association) between variables of interest, e.g. the gender of 
a long-term unemployed worker and the amount of time before he or she finds a 
new job after a training programme. In regression analysis, we attempt to 
establish whether the variation in one variable (known as the dependent 
variable) can be explained in terms of the variation in one or more independent 
variables. The dependent variable is often quantitative, e.g. a person's income 
can be regressed on his educational qualifications, number of hours worked per 
week, age, etc. Special techniques are available, however, to deal with 
situations in which the dependent variable is qualitative, e.g. whether or not a 
person owns a car can be regressed on income, wealth, age, gender etc. See 
also statistical analysis. 

relevance 
To what extent are the intervention's objectives pertinent in relation to the 
evolving needs and priorities at both national and EU level? See also 
intervention, intervention logic, needs, objectives. 

report 
See evaluation report. 

reporting 
Reporting takes place when the evaluator transmits the evaluation report 
(usually in the form of a document, or , else through some audio-visual 
presentation) to the sponsors and when they, in turn, transmit a copy (or a 
summary thereof) to other interested parties. See also dissemination, evaluation 
report, evaluation sponsors, executive summary. 

research synthesis 
An overview of the current state of knowledge about a socio-economic problem 
and about remedies through public policy, which is undertaken before an 
evaluation. This knowledge can be obtained from professional literature, media 
articles, administrative data, monitoring reports or published statistics. Preparing 
a . .research synthesis is often helpful prior to launching an evaluation. By listing 
the information that is available and comparing it with the needs ensuing from 
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the analytical agenda, the research synthesis will point to the principal 
information gaps which, in turn, set the data collection and analysis tasks to be 
undertaken by the evaluation. Reviews of literature can also be a data collection 
technique in the conduct of an evaluation. See also analytical agenda, data 
analysis, data collection, evaluation project, literature reviews. 

results 
The initial impact of an intervention (e.g. an improvement in the employability of 
the long-term unemployed through a rise in their skill level). See also impact, 
intervention, intervention logic, outcomes, outputs, specific objectives, 

sample 
A set of individuals or items selected from a given population so that properties 
and parameters of the population may be estimated, or so that hypotheses 
about that population may be estimated. See also population, probability 
sampling. 

scientific studies 
Whereas scientists may undertake research in order to expand the sum of 
human knowledge and frequently confine themselves to one highly specialized 
discipline, evaluations are undertaken for more practical reasons. Evaluations 
aim to inform decisions, clarify options, reduce uncertainties and generally 
provide information about programmes within their own specific contexts. See 
also evaluation. 

scope 
The field of investigation of an evaluation. Typically, this has to be defined from 
an institutional (EU versus national or local level), temporal (period review) and 
geographical (part of the EU territory) point of view. In addition, one has to 
identify the key evaluation issues (relevance, efficiency, effectiveness, utility, 
sustainability) which will be examined. See also effectiveness, efficiency, 
evaluation project, relevance, sustainability, utility. 

secondary data 
See data. 

selection bias 
Could not the differences between the control group and the programme group 
be due to initial differences in their characteristics rather than the effects of the 
intervention we are trying to evaluate? See also control group, counterfactual 
situation, evaluation design, internal validity, programme group. 

shadow price 
See cost-benefit analysis. 

single-loop learning 
A type of feedback, in which the information compiled by an evaluation is used 
to bring about changes in the way an intervention is implemented. Although 
single-loop learning is more often associated with formative evaluations, it can 
also arise in the case of summative evaluations. See also double-loop learning, 
feedback, formative evaluation, summative evaluation. 
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specific objectives 
The desired effects of an intervention expressed in terms of results, i.e. the 
initial impact of the intervention on society (e.g. to improve the employability of 
the long-term unemployed by raising their skill level). See also general 
objectives, intervention, intervention logic, objectives, operational objectives, 
organizational structure, results, specific objectives. 

sponsors 
See evaluation sponsors. 

stakeholders 
The various individuals and organizations who are directly and indirectly 
affected by the implementation and results of a given intervention, and who are 
likely to have an interest in its evaluation (e.g. programme managers, policy­
makers, the programme's target population). See also evaluation sponsors, 
steering group, target population. 

standard deviation 
A commonly used descriptive statistic, it provides a measure of dispersion for a 
set of values. See also mean, statistical analysis, variance. 

statistical analysis 
A commonly used data analysis technique. Statistical analysis is used often 
used to describe phenomena in a concise and revealing manner. This is known 
as descriptive statistics. It can also be used to test for relationships among 
variables or generalize findings to a wider population. This is known as 
statistical inference. See also data collection, non-statistical analysis. 

statistical inference 
See statistical analysis. 

statistical models 
See models. 

steering group 
Part of the management structure for an evaluation, a steering group allows 
other services (and possibly other stakeholders from outside the Commission) to 
contribute to the development of the evaluation project. See also evaluation 
project, management structure, stakeholders. 

subjective data 
See data. 

substitution 
See displacement. 

summative evaluation 
An evaluation concerned with determining the essential effectiveness of 
programmes. Summative evaluations tend to be conducted for the benefit of 
external actors (groups who are not directly involved in the management of a 
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programme), for reasons of accountability or to assist in the allocation of 
budgetary resources. See also evaluation, formative evaluation. 

surveys 
A widely-used technique for collecting data from a sample drawn from a given 
population. Surveys are often based on probability sampling, and survey 
information is usually obtained through structured interviews or self­
administered questionnaires. Cross-sectional surveys involve measurements 
made at a single point in time. Panel surveys involve measurements acquired at 
two or more points in time. See also data collection, population, probability 
sampling, sample. 

sustainability 
To what extent can the programme's positive impacts (as measured by its utility) 
be expected to last after the intervention has been terminated? See also 
impacts, intervention logic, outcomes; results, utility. 

target population 
The intended beneficiaries (individuals, households, groups, firms) of an 
intervention. An intervention may have more than one target population. This 
term should be distinguished from "population" in the statistical sense. See also 
intervention, population, stakeholders. 

terms of reference 
The terms of reference outline the work to be carried out by the evaluator,. the 
questions to be dealt with and the time schedule. They allow the sponsors of the 
evaluation to define their requirements and allow the evaluator to understand 
clearly what is expected of the work to be undertaken (including, often, the 
structure of the expected evaluation report). Clearly defined terms of reference 
are vitally important where an evaluation is to be conducted by an external 
expert, and can also be of tremendous use when it is to be performed in-house. 
See also evaluation project, evaluation report, evaluation sponsors, external 
evaluation, internal evaluation, organizational structure, work plan. 

thematic evaluation 
An evaluation which focuses on one or more themes which are common to 
several different interventions (programmes or other activities), for example, 
effects on the environment or on small and medium-sized enterprises. 

theory of action 
See intervention logic. 

threat to external validity 
See external validity. 

threat to internal validity 
See internal validity. 

true experimental designs 
The best real world approximations to the ideal experimental design, in which 
the evaluator tries to ensure the initial equivalence of the programme and 
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control groups by creating them beforehand through random assignment. 
Although causal inference based on such designs is usually very strong, true 
experimental designs are difficult to administer and implement. Also referred to 
as "randomized experimental designs". See also control group, counterfactual 
situation, evaluation design, ideal experimental design, intervention logic, 
programme group, quasi-experimental designs. 

utility 
How do the programme's impacts compare with the needs of the target 
population? This issue is closely related to sustainability. See also impacts, 
intervention logic, needs, outcomes, results, sustainability, target population. 

variance 
A descriptive statistic which provides a measure of dispersion. It is obtained by 
squaring the standard deviation. See also analysis of variance, standard 
deviation, statistical analysis. 

work plan 
A schema which identifies the investigations that need to be carried out by the 
evaluation in the light of the chief questions raised by the analytical agenda and 
the information gaps which have been identified. These investigations should be 
described in sufficient detail to provide a provisronal picture of the data 
collection and analysis tasks lying ahead, as well as of the methodologies to be 
employed. In order to keep them manageable, it often proves useful to divide 
the various tasks to be done into different stages and to set a corresponding 
time-table for the delivery of the different evaluation parts. The work plan is also 
the appropriate place for costing the evaluation and its components. See 
analytical agenda, data analysis, data collection, evaluation project. 
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Annexe 2. Judging the quality of evaluation reports 

An evaluation report will usually be the subject of a critical examination by 
several parties (e.g. the sponsors themselves, the principal stakeholders, DG 
XIX in the case of evaluations intended to contribute to decisions on whether or 
not to renew programmes). This should be taken into account in the evaluation 
design, and it will also be helpful if the evaluator is aware of this fact at the 
outset. 

Below is a list of questions which DG XIX officials will typically ask (according to 
an established checklist) when judging evaluation reports submitted by different 
DGs and services: 

• Is the report well presented? 
Overall, is it well organized and clearly written? 
Are features such as the description of the programme and the 
explanation of the research methodology presented transparently in the 
report? 

• Is the scope of the report adequate? 
Does the report address the entire programme under consideration? 
Are links with other programmes discussed? 
Are expected outputs, results and outcomes examined? 
Is the programme's intervention logic analyzed? 
Are any unforeseen results and outcomes addressed? 
Is the sustainability of the benefits generated by the programme 
assessed? 
Does the report deal with the question of whether the programme will still 
be relevant in the future? 
Does the report examine the budgetary aspects of the programme being 
evaluated and its cost-effectiveness? 

• Is the methodology of the report appropriate? 
Did the evaluation design allow information (on outputs, results and 
outcomes) to be obtained that can reasonably be attributed to the 
programme? 
Were indicators used appropriately (distinguishing between outputs, 
results and outcomes)? 
Were any weaknesses of the employed methodology pointed out? 

• Are the report's conclusions and recommendations credible? 
Are findings based firmly on evidence? 
Are conclusions systematically supported by findings? 
Are recommendations adequately derived from conclusions? 
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Annexe 3. Some evaluation do's and don'ts 

DO DON'T 

Preparing and managing evaluations 
Establishing a management structure 

• Establish a management structure, 
involving at least the programme 
management and the unit or official in 
charge of evaluation within the same DG 
or service 

• Consider widening the management 
structure to create a steering group, 
involving other Commission services and 
significant stakeholders 

• Remember the need for the active 
participation of the management structure 
in the evaluation to deal with problems 
that may arise once it is underway 

• Don't allow the steering group to become 
too large. It may lose its role as a 
management body and degenerate into a 
negotiation forum 

Elaborating the evaluation project 
Identify the goals of the evaluation 

• Clearly specify why the evaluation is • Don't launch evaluations with goals which 
being conducted and who are its principal are not realistically attainable 
users 

Delineate the scope of the evaluation 
• Delineate the scope of the evaluation, i.e. 

define its field of investigation (from an 
institutional, temporal and geographical 
point of view) and identify which key 
issues (relevance, efficiency, 
effectiveness, utility and sustainability) 
are to be examined 

Draw up the analytical agenda 
• Formulate the analytical agenda by • Don't forget to attempt to retrieve the 

imposing a logical structure on the programme's intervention logic, paying 
questions to be asked in the evaluation special attention to the main assumptions 

embedded in it 
• Where the programme's general and 

specific objectives have to be 
reconstructed from scratch, this should be 
done transparently by the management 
structure, preferably under the 
responsibility of a steering group 

• Use the main stakeholders' impressions 
about the programme as "working 
hypotheses" to be critically examined 

• Consider whether the programme is 
evaluable in terms of the chosen 
analytical agenda (where necessary, 
perform an evaluability assessment) 

• Don't launch evaluations which definitely 
cannot be evaluated in terms of the 
chosen analytical agenda. However, even 
if a programme is only partially evaluable, 
it may still be useful to proceed with the 
evaluation 

Set benchmarks 
• Try to identify some benchmarks against 

which the programme can be assessed 
• Don't interpret data on benchmarks in a 

simplistic fashion: if a programme falls 
short of achieving its objectives, it may 
still be successful compared to other 
programmes or remedies which have 
been tried in the past 
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DO DON'T 

Take stock of available information 
• Take stock of available information (e.g. • If it is foreseen that the evaluation will 

by preparing a research synthesis). By involve a literature review as a data 
comparing this with the needs arising collection technique, it may not be 
from the analytical agenda, the main necessary to conduct a research 
information gaps will be highlighted. This, synthesis 
in turn, sets the data collection and 
interpretation task to be carried out by the 
evaluation itself 

Map out the work plan 
• Establish the tasks which need to be • Don't make unrealistic demands on the 

carried out by the evaluation in the light of evaluator. Otherwise, there is a risk of the 
the main questions raised by the evaluation arriving too late or not 
analytical agenda and the information achieving what it set out to do 
gaps which have been identified 

• Describe the tasks in sufficient detail 
• Where possible, divide the various tasks 

into different stages and set a 
corresponding time-table for the delivery 
of the various parts 

• Cost the evaluation and its components. 
For internal evaluations, estimate the time 
to be spent by officials and other 
administrative expenditure. For external 
evaluations, estimate costs before 
launching a call for tenders 

Select the evaluator 
• Once it is clear what type of questions the • Don't rely on an evaluator's technical 

evaluation needs to ask and what its competence as the only selection 
budget and time schedule are, decide criterion. Other important criteria include 
whether it should be performed internally independence, the ability to work to 
or externally deadlines and value-for-money 

Drawing up the terms of reference 
• Define clear terms of reference for the 

evaluation. This is vitally important for 
external evaluations and can be of 
tremendous use for internal evaluations 

• Terms of reference normally include: 
* the legal base and motivation for 

the evaluation 
* the uses and users of the 

evaluation 
* the description of the programme 

to be evaluated 
* the scope of the evaluation 
* the main evaluation questions 
* the methodologies to be followed 

in data collection and design 
* the work plan, organizational 

structure and budget 
* tbe expected structure of the final 

evaluation report 
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DO DON'T 

Conducting evaluations 
Evaluation designs 

• Choose an evaluation design on the basis • Don't assume that only causal designs are 
of the main type of questions to be valid. There are many situations where 
addressed by the evaluation descriptive designs can be useful 

• The choice of design should be explicitly 
justified, and any weaknesses associated 
with the chosen design should be 
identified 

• Remember that different designs can be 
combined if necessary 

• Try to involve stakeholders in the choice 
of design 

• Be aware of any threats to causal 
·inference in the design chosen. Where 
possible, develop arguments and collect 
evidence about whether or not these 
threats are important 

Data collection 
• Use proven techniques for collecting data 

and justify the choice of techniques on the 
basis of the problems posed by an 
evaluation 

• Don't rely on just one data collection 
technique. The advantage of using more 
than one technique is that the strengths of 
one can balance the weaknesses of 
another 

• Always be concerned with the accuracy of • A literature review may not be useful if a 
data. There is always the possibility of research ·synthesis has been already 
measurement errors. In addition, some conducted 
definitions may not be entirely neutral 

Data analysis 
• Use proven techniques for analyzing data • Don't rely on just one data analysis 

and justify the choice of techniques on the technique. The advantage of using more 
basis of the problems posed by an than one technique is that the strengths of 
evaluation one can balance the weaknesses of 

another 
• Where models are used, determine the 

assumptions upon which they are based 

Reporting and disseminating evaluations 
Maximizing the use of evaluations 

• Three suggestions for maximizing the 
potential use of evaluations are: 

* try to target the message to the 
particular information needs of a 
given audience 

* ensure that reports are timely 
* where possible, involve 

stakeholders in the choice of 
evaluation design 

The presentation of the evaluation report 
The structure of an evaluation report 

• Ensure that the structure of the report 
meets the needs of the sponsors and the 
principal stakeholders 

• Ensure that the report includes an 
executive summary 

109 



DO 

• Ensure that the report includes a copy of 
the terms of reference 

DON'T 

The clarity of the evaluation report 
• Ensure that a potential reader can • Try to avoid the following problems which 

understand: can detract from the clarity of a report: 
* the purpose of the evaluation * executive summaries which are 

* exactly what was evaluated 

* how the evaluation was designed 
and conducted 

* what evidence was found 

* what conclusions were drawn 

* what recommendations, if any, 
were made 

hastily written 
* describing the programme in 

insufficient detail 
* failing to describe the methods 

used for data collection and 
analysis 

* failing to justify the choice of 
methods or to indicate the 
strengths and weakness of the 
chosen design 

* using information without giving 
the source 

* arriving at findings which are not 
based firmly on evidence 

* reaching conclusions which are 
not systematically supported by 
findings 

* making recommendations which 
are not adequately derived from 
conclusions 

The dissemination of evaluations 
• Communicate evaluation findings in ways • Don't allow evaluation to become 

which are appropriate to the information entangled in negotiation 
needs of the different stakeholders 

• Aside from circulating the full report, use 
the executive summary or other means 
e.g. oral presentations based on audio­
visual material 

• Tackle potential conflicts of interest 
between stakeholders through an 
inclusive management structure 

• Ensure that findings, conclusions and 
recommendations are clearly separated 

• Where necessary, programme managers 
can formulate their own observations on 
reports prepared by external experts 
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